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Abstract    

This chapter describes the mathematical model that will be used to animate a 

virtual face in a project called SPEEP, a project that makes use of this virtual face 

to teach the pronunciation of foreign languages to students. The mathematical 

model is based on the well-known Skeleton Subspace Deformation, but an elastic 

layer is inserted in the generation of bone’s transformations. Besides, the whole 

process that will be followed in the project is described, from the definition of the 

skeleton structure and the training of the parameters of the model to its application 

in a WebGL environment. 

1 Introduction 

The utilization of avatars, 3D virtual characters, in films like Toy Story or Shrek is 

widely widespread and it is the same for computer and console games. That is 

why the animation of 3D characters is a very mature technology. Specifically, the 

facial animation of virtual characters is increasingly realistic due to its importance 

in 3D applications, especially in those where the avatar talks to the user. Indeed, a 

study made by Hodgins et al. [1] proved that an audiovisual content with virtual 

characters looses emotional value if the facial animation is not of high quality.  

Although historically the intervention of modelers has been needed for obtain-

ing realistic results, nowadays their work could be restricted to a final stage, since 

actual facial motion capture systems and new 3D engines give a considerably rea-

listic animation. The modelers only have to correct the errors of the system. Nev-

ertheless, in real-time applications modelers cannot touch the animation and real-

ism must be obtained directly from the capture system. In the case of Visual 

Speech Synthesis, where the movements and the voice of the character are synthe-

sized from plain text, the motion capture and the corrections must be done before 

the application is run. Then, the animation is generated automatically in real-time. 

In SPEEP, the project for foreign language pronunciation learning partly 

funded by Basque Government we are presenting in this chapter, both real-time 
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problems described above have to be solved, since the users pronunciation will be 

reproduced in a virtual face and the correct pronunciation will be rendered from 

plain text. 

Besides, the application will be run in a web browser. For that, WebGL has 

been selected to render the virtual model via web. WebGL [2] is a powerful Ap-

plication Programming Interface (API) to present 3D graphics in a web page. It is 

based on OpenGL, which is a very widely used open source 3D graphics standard.  

Moreover, WebGL is compatible with different and most common browsers such 

as, Google Chrome, Mozilla Firefox, or Safari. So, WebGL allows using web 

technologies, which are an easy way to access to contents for non expert users. 

In the following, we make a short review of the state of the art in the second 

section; we present the modules of the facial animation system and the mathemati-

cal model used for the facial animation in the next two sections, to finally con-

clude the chapter in the fifth section. 

2 Related Work 

Radovan and Pretorius [3] classify the different methods for facial animation in 

three groups: based in geometry, based in images and based in real movements. 

 In the first group, we can find the most primitive works, where transformations 

of the vertices in the facial mesh are computed one by one. The most relevant me-

thod in this group is Parke’s [4], since it is considered the first work in facial ani-

mation. On the other hand, more recent techniques can also be classified in geo-

metry-based animation. Works that make use of muscles or pseudo-muscles [5] or 

directly simulate the physical behavior of the muscles and the skin [6] exist nowa-

days. 

Other methods, usually focused in the film industry, are based in images in-

stead of geometry: morphing techniques [7], where different key faces are interpo-

lated to obtain the animation; texture manipulation methods [8], where the 

changes in the texture of the facial mesh create the animation and works based on 

blend-shape interpolation [9], where the intermediate frames between two mod-

eled faces are computed. 

Nevertheless, recently performance-driven techniques have replaced others be-

cause of their realism. Lots of works that capture the movements of an actor and 

translate them to a virtual face can be found. Beeler et al. [10] analyze the cap-

tured data to recognize predefined motions and launch these predefined move-

ments in the virtual face. In the work presented by Arghinenti [11] the captured 

data is only a layer of the facial animation engine. Other layers cope with expres-

sions, phonemes and muscles. Deng et al. [12] combine a motion capture system 

with a face scanning system in order to obtain a realistic animation with low-level 

details, such as wrinkles. Once they obtain the minimum number of key expres-

sions, blend-shape interpolation is used to generate the final animation. 



3 

However, as stated before, the motion capture system cannot be used always. 

And in these cases, another type of facial animation has emerged recently, skele-

ton-driven facial animation [13-15]. As in corporal animation, the face of the vir-

tual character has a structure of joints and bones attached. The vertices of the fa-

cial mesh are transformed in concordance with the skeleton, since they are 

associated to certain bones. The project SPEEP can be classified in this group.  

Unlike in corporal animation, the skeletons differ widely in skeleton-driven fa-

cial animation methods. Some have elastic bones, others have rigid bones; some 

use segments as bones, others use curves as bones; some have tree structure with 

its node in the neck, others have disjointed groups of bones. 

Apart from the facial animation technique, in the project SPEEP we have to de-

cide how the virtual face will pronounce the needed sentences. For example, when 

pronouncing the phonemes p and a in different order (ap and pa) the behavior of 

the human mouth is not the same, i.e. the “interpolation” between a and p, and p 

and a is not the same. This is due to the so called co-articulation. 

One of the first works in this field and one of the main references is the one 

presented by Cohen and Massaro [16]. They create exponential functions for facial 

parameters that rise until the phoneme’s exact time and fall afterwards. The coar-

ticulation is obtainted by the combination of different phonemes and the functions 

for their associated facial parameters. 

Since the first Works in co-articulation were published, several methods have 

been presented that take speech unities and convert them in a fluent and realistic 

facial animation: rule-based, Markov models [17], neural networks [18]… 

To finish this review of the state of the art, it is important to say that not many 

works in facial animation for WebGL can be found. The work by Benin et al. [19] 

is an implementation of a WebGL talking head that works with MPEG-4 Facial 

Animation Parameters (FAPs) standard. The human facial movements are gener-

ated by different lips models that are built using 3d kinematics dates. This work is 

only developed for Apple iOS mobile devices. 

There are some other methods for web-based MPEG-4 facial animation that 

can be more appropriate like FATs [20]. The Face Animation Tables (FAT) al-

lows the precise specification of the movements of the vertices assigned to each 

FAP. 

In conclusion, there exist ingredients for a realistic facial animation, but very 

few have been used with the emerging WebGL technologies. Our work goes in 

this direction. 

3 Animation Pipeline 

The application developed in the project SPEEP will be used for foreign language 

pronunciation teaching. On the one hand, the images and the speech of the user 

will be used for rendering his pronunciation in a virtual character. On the other 
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hand, Visual Speech Synthesis, that is a virtual character pronouncing correctly 

the text, will be used to correct the errors of the user. 

The key feature of the project is the utilization of web browser for the render-

ing of the virtual face. To generate animations in any device, the object has to be 

drawn many times in a second, drawing it in a different position each time. With 

this goal, the position of the model should be calculated every time. This means 

that the animation rate dependents on the speed of the rendering cycle. A slower 

rendering would produce choppy animations and a too fast rendering would create 

the illusion of objects jumping from one side to the other. So the renderer time is 

crucial to generate a good animation [21]. 

For this reason the computational cost when the object is rendering in a brows-

er is an important point in our project. WebGL technology is slower than native 

OpenGL because it uses JavaScript for execution. But it is still nearly seven times 

faster than Flash owing to GPU acceleration. For this reason this project is devel-

oped using this technology. 

In spite of the good computational cost of WebGL in general, this kind of me-

thods for facial animation can be slower than expected.  The speed of the con-

struction of the FATs [20] for example has to be improved to achieve better re-

sults. 

Thus, our work has been focused on optimizing each step of the facial anima-

tion engine, in order to obtain an efficient system. As shown in the figure 1, the 

facial animation system of the project SPEEP is divided in four different parts: the 

Viseme/Facial Animation Parameter (FAP) Converter, the Co-articulation Mod-

ule, the FAP/Bone Converter and the Facial Engine. Each part has been or will be 

studied to reduce the computational cost. 

 

 

Fig. 1. Overview of the SPEEP system. 
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3.1 Viseme/FAP Converter 

On the one hand, a viseme is a generic facial image that can be used to describe a 

particular sound, i.e. it is the equivalent of a phoneme in the field of facial posi-

tions. For example, the equivalent of the phoneme a is the face that pronounces 

the phoneme. On the other hand, Facial Animation Parameters (FAPs) were pre-

sented in the standard MPEG-4 [22] to define the reproduction of emotions, ex-

pressions and speech pronunciation. 

The system of the project receives a set of ordered visemes that have to be re-

produced and the exact times when they have to be reproduced. So, the first step 

in the system will be the conversion of these visemes to values of FAPs. The cor-

relation between visemes and FAPs is defined and stored before the real-time per-

formance and when rendering the virtual face, the system only takes the needed 

values from the stored data and weights them with the input. For example, if the 

converter receives the viseme a with the weight 0.6, the output will be the stored 

corresponding FAP values weighted with 0.6. 

3.2 Co-articulation Module 

The second module of the system receives the values of the FAPs at the moment 

when the visemes have to be rendered and has to compute the values at any mo-

ment. Nowadays, the model of co-articulation is based on Cohen and Massaro’s 

[16] work. Nevertheless, since it is a key aspect for the realism, this is a clear field 

for our future work. 

3.3. FAP/Bone Converter 

Once we have the values of FAPs at any time, they must be translated to the facial 

engine, i.e. they have to be translated to the skeleton that moves the virtual face. A 

rule-system method is used to convert the FAPs into transformations of the 

corresponding bones. 

For that, an skeleton based on the one defined in the MPEG-4 standard [22] has 

been defined. In our case, as the system has to work in WebGL, the number of 

bones has been lowered in order to overcome system’s low power. Based on the 

work by Contreras [23], some sets of bones defined in the standard were replaced 

by a unique bone, mainly in the lips, ears, nose and jaw. The reduction of the 

number of bones has been done so that the main areas for the facial animation are 

not too affected. In the figure 2, final bone positions can be seen. 



6  

 

Fig. 2. Positions of the bones defined for project SPEEP. 

3.4. Facial Engine 

Finally, the facial engine will receive the transformations that must be applied to 

the bones of the skeleton and will perform the facial animation. The engine moves 

the skeleton and the vertices of the facial mesh are transformed accordingly. In the 

following section the details of the mathematical model used for the facial anima-

tion are shown. 

4. Animation Model 

During the animation of the virtual face of the project SPEEP, the transformations 

of the vertices that compound the virtual face are defined by Skeleton Subspace 

Deformation [24], a widely-used and efficient animation technique. The position 

of the vertex is determined by the transformation of the bones of a skeleton: 

  
i

iii vTTwv ˆˆ 1
 (1) 

Where v is the new position of the vertex, iT is the transformation of the i th 

bone in the current pose, 
1ˆ 

iT  is the inverse of the transformation of the i th bone 

in the initial pose, v̂  is the position of the vertex in the initial pose and iw  is the 
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weight assigned for each bone. The weights iw  must fulfill the following condi-

tion: 

  
i

iw 1 (2) 

This way, the new position of the vertex is a linear combination of the positions 

obtained transforming the vertex with the movements of the neighbour bones. For 

example, the new position of a vertex located in the biceps is obtained by trans-

forming its position with the transformations of the shoulder and the elbow and 

combining them with their weights. 

Nevertheless, the movements obtained by Skeleton Subspace Deformation are 

very rigid, i.e. they are really appropriate for corporal animations, but too rigid for 

facial animation. For example, when moving the mouth, only the vertices around 

it are moved and in order to obtain a high level of realism, it is important that the 

cheeks and the temples also move. 

Thus, in the animation engine, before transforming the vertices, we apply an 

elastic layer to the bones that allows the system to animate the key part of the 

animation (the mouth) and automatically animates the other parts (cheeks and 

temples). A key characteristic of the new system must be its efficiency, since the 

system works in WebGL. 

Therefore, first the directions of the translations that will be applied to the bone 

are computed, i.e. we compute the effects of the bones in the mouth will apply to 

the bones in the cheek: 

    iiii ppppu  ˆ  (3) 

Where u  is the direction of the effect, ip̂  is the position after the first trans-

formation, ip  is the initial position, i  is the index of the neighbour bone and i is 

the sign of the scalar product of the two vectors in the summation. This way, with 

the combination of the segment between two bones and the segment between the 

actual position of the first bone and its initial position, the first bone pulls or 

pushes the other. The sign of the scalar product is inserted in the summation in or-

der the effect in the bone to be in the right direction, as shown in the following 

figure. 
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Fig. 3. In the left, the movement of the i  th bone (red arrow) pulls the neighbour bone (green ar-

row). In the right, the movement of the i  th bone (red arrow) pushes the neighbour bone (green 

arrow). 

Once the directions of the new transformations are obtained, we sum them 

weighted with the distance between the initial position and the position after the 

regular transformation of the bones, ii pp ˆ , and the weight assigned to each 

bone, iw . Then, we obtain the last position of the bone, p . 

  
i

iii pp
u

u
wpp ˆˆ  (4) 

This way, a bone is pulled by the movements of neighbour bones, but it is 

weighted by the assigned weight and the magnitude of the transformation of the 

neighbour bones. The bigger movement the bone suffers the bigger effect in the 

neighbour bone and the further the neighbour is the less effect will suffer. 

In this moment, the project is focused on the training of this mathematical 

model of the animation. A facial motion capture system based on the work of 

Dornaika and Davoine [25] will be used to set the weights of the equation regard-

ing the position of the bones and the predefined rules that relate the values of the 

FAPs and the rotations of the skeleton.  

The first results are very promising, as can be seen in figure 4. As the differ-

ence between the animations with and without the elastic layer is not noticeable in 

one frame, the weights of the elastic layer have been increased to show the differ-

ence (note the difference in the cheeks). 
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Fig. 4. In the left, a frame of an animation without the elastic layer and in the right, the same 

frame with the elastic layer. 

5. Conclusion 

We have presented the project SPEEP and its facial engine’s pipeline. As the pro-

ject will render a realistic virtual character in real-time by WebGL technologies, it 

is very important that the animation process is completely optimized. 

For that purpose, we have defined a skeleton with a lower number of bones 

than the MPEG-4 standard without losing the main information of the movements 

of the face. We have also defined a mathematical model that makes use of the 

well-known and efficient Skeleton Subspace Deformation and adds a simple elas-

tic layer to obtain a realistic facial animation with a low loss of efficiency in the 

system.  

Although we are in a preliminary phase of the project, the first results have 

been very promising. Now, we are in the process of training the mathematical 

model to get more realistic model possible.  

Finally, as stated before, the behaviour of the bones, the simulation of facial 

muscles, is very important for realism, but the co-articulation, the interpolation be-

tween visemes, is even more crucial, since it is useless to have a realistic behav-

iour in the face if the mouth does not move correctly. So, the main goal in the rest 

of the project will be the development of an efficient co-articulation algorithm that 

makes the virtual character realistic enough to read its lips. 
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