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Abstract The application of computer-aided controversial play resolution in
sport events significantly benefits organizers, referees and audience. Nowadays,
especially in ball sports, very accurate technological solutions can be found.
The main drawback of these systems is the need of complex and expensive
hardware which makes them not affordable for less-known regional /traditional
sports events. The lack of competitive systems with reduced hardware/software
complexity and requirements motivates this research. Visual Analytics tech-
nologies permit system detecting the ball trajectory, solving with precision
possible controversial plays. Ball is extracted from the video scene exploit-
ing its shape features and velocity vector properties. Afterwards, its relative
position to border line is calculated based on polynomial approximations. In
order to enhance user visual experience, real-time rendering technologies are
introduced to obtain virtual 3D reconstruction in quasi real-time. Comparing
to other set ups, the main contribution of this work lays on the utilization of
an unique camera per border line to extract 3D bounce point information. In
addition, the system has no camera location/orientation limit, provided that
line view is not occluded. Testing of the system has been done in real world
scenarios, comparing the system output with referees’ judgment. Visual results
of the system have been broadcasted during Basque Pelota matches.
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1 Introduction

Object tracking has a prominent role within the field of computer vision. The
proliferation of high performance computers, the availability of high quality
video cameras at affordable prices, and the increasing need for automated video
analysis has generated a great deal of interest in object tracking algorithms.
Detection of target moving objects frame by frame, tracking and analysis to
recognize their behavior are the usual pipeline in video analysis [2].

From application domain point of view, tracking systems are being intro-
duced in sport game broadcasts, providing spectators with additional infor-
mation. Due to the high performance equipment requirements, the renting of
this kind of systems is quite expensive, making them unaffordable for small
producers or broadcasters. This is exactly the Basque Pelota case. This re-
gional/traditional game is produced by small producers and broadcasted by
regional broadcasters. Their low budget does not allow to contract current
setups to support controversial plays.

In this work, a system to assist referees solving controversial plays in sport
games is described. The game has to be played with a ball and its playground
must be delimited by lines. The developed software allows to reduce the set-up
requirements, creating an accurate system that is affordable for a wider range
of clients.

The set-up design, which is able to cover all border lines, is a challenge.
This border line number can be high (e.g. tennis playground) driving the so-
lution to multi-camera set-up. The modularity and scalability are important
approaches for required solution. In this work The Basque Pelota test-case is
presented in order to simplify the explanation. It is an ideal scenario to test
the system first prototype because of its technical peculiarities. Since the play-
ground is delimited by walls on 3 of its borders, it has only one border line to
be covered. Once the application is validated in this game, this technology is
being extended to other sports (i.e. tennis) which need a multi-camera distri-
bution. For each camera image capture, image analysis and real-time rendering
modules are reusable in this new modular and scalable set-up.

In the following subsection 1.1, this article carries out a short analysis of
the state of the art in controversial play resolution. Afterwards, in chapter
2, a system overview is presented in terms of its objectives, description and
specifications. Chapter 3 details the hardware and software (HW/SW) imple-
mentation of the core system, including camera calibration, image analysis
and real time virtual 3D reconstruction processes. Finally, in chapter 4 the
document shows the results obtained from tests carried out in real scenarios
and it ends up with chapter 5 summarizing the conclusions.

1.1 Related Works

In its simplest form, tracking can be defined as the problem of estimating the
trajectory of an object in the image plane as it moves around a scene. In other
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words, a tracker assigns consistent labels to the tracked objects in the different
frames of a video. Additionally, depending on the tracking domain, a tracker
can also provide object-centric information, such as orientation, area, or shape
of an object. Therefore, the use of object tracking is pertinent in the tasks of
[2]:
— Motion-based recognition, that is, human identification based on gait, au-
tomatic object detection, etc.
— Automated surveillance, that is, monitoring a scene to detect suspicious
activities or unlikely events.
— Video indexing, that is, automatic annotation and retrieval of the videos
in multimedia databases.
— Human-computer interaction, that is, gesture recognition, eye gaze tracking
for data input to computers, etc.
— Traffic monitoring, that is, real-time gathering of traffic statistics to direct
traffic flow.
— Vehicle navigation, that is, video-based path planning and obstacle avoid-
ance capabilities.

This work focuses on motion-based object recognition in sport broadcast-
ing. Tracking systems in the TV broadcast domain are not a recent approach
at all. Most of the researched systems in this field are based on prediction
algorithms based on Kalman [17] [4] or particle filters [10]. Extend state of the
art material is available about methodologies dedicated e.g. to player and ball
tracking in soccer [18] [14] [19] or tennis[7] [13] [5].

Some companies such as Sportvision' and Virtual eye? market systems
which provide data content and enhancements for sports broadcasts and ap-
plications:

— The FoxTrax hockey puck tracking system [3] based on an infrared sensor.
The circuit board inside a puck contained a shock sensor and infrared
emitters. The puck emitted infrared pulses that were detected by both the
20 pulse detectors and the 10 modified IR cameras that were located in
the rafters. Each IR camera processes the video locally and transmits the
coordinates of candidate targets to the "Puck Truck”.

— Strick zone control by ball and player tracking. Three PCs connected to
three video cameras track a pitched baseball’s flight toward the strike zone.
Two cameras observe the baseball, while the third observes the batter to
provide proper sizing for the strike zone.

— Playground lines drawings of 1ST & TEN3 in American football. This
application uses a number of cameras shooting the field. Recent implemen-
tations require around four computers, one computer per camera plus a
shared computer for chroma-keying and other tasks that can be run by a
single operator.

L www. sportvision.com

2 http://virtualeye.tv/

3 http://www.ieeeghn.org/wiki/index.php/The_Making_of_Football\%27s_Yellow_
First-and-Ten_Line
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— Cricket* and golf ball tracking. Based on image computer graphics technol-
ogy, 4 high-speed cameras (250 fps), two Infrared cameras and sophisticated
computer rack are used to track the cricket ball. This set up needs at least
a group of 4 operators to its management.

— Additional information for viewers as graphics and statistics in golf.

Due to their closed system, the algorithms on which they are based are in
most of cases unknown.

Hawk-Eye® markets the most important controversial play image-based
analysis and 3D virtual replay reconstruction approach for situations in which
a tennis ball sized object is used in the play. Although, it started as cricket
ball tracker, it is well known because it is able to point the location of a ball
bounce in a tennis court with high accuracy. Hawk-Eye uses 6 high speed spe-
cialized vision processing cameras which are positioned around the ground and
calibrated. In addition the system uses two broadcast cameras and calibrates
them so that the graphic is always overlaid in the right place. All cameras have
anti-wobble software to deal with camera movement. According to information
in its web [9], it is able to deliver a pinpoint accuracy of under 5 mm.

However, the complexity of the set-up, high-speed cameras are needed, and
the equipment requirements make the system too expensive for less-known
regional /traditional sports. Even more, it cost is around $60.000 for one court
which increases by 100 the cost of the system presented in this approach.

All these approaches use at least two or more high speed specialized vi-
sion processing cameras to determine the bounce distance from border line.
In addition, they need operator team to control them. In order to reduce
the existing solutions requirements, this work presents an alternative set-up,
robust in terms of different possible camera operating location/orientation,
based on unique broadcast-type camera per border line. This solution can be
managed by one operator, even playground has more than one line under con-
trol, changing camera views from the system. The challenge in reduction of
hardware complexity and achieving market solutions’ accuracy motivates this
work.

2 System Overview

The industrial project called Begira, in which this research has been carried
out, establishes the technical specifications that the developed system has to
fulfil. Although the state of the art can offer specific solutions for some of the
technical requirements, it cannot afford the consecution of all the technical
specifications. Even more, the economical limitations are a also the variables
that constrains this research.

4 https://www.youtube.com/watch?v=LjLe06H7EIg

5 www. hawkeyeinnovations.co.uk
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2.1 System Objectives

The system must be able to pinpoint accurately the distance of ball bounce
from the line. The output 3D virtual video will simulate the last ball trajectory
and will be inserted in TV PAL broadcast signal. The solution must be deployed
on top of a simple HW/SW system to make it affordable for any producer,
sport event broadcaster or less-known sport event organizer.

A system set-up design driven by flexibility in terms of size and operating
location, can significantly reduce the costs rising this challenge as a major
aim. In addition, the system needs to operate in quasi real-time, at least faster
than the estimated time for video replay which is about 30 sec. Respect to
pinpoint accuracy, defined by Basque Pelota referee committee, the estimation
error should be under 1 cm for all cases and under 5 mm for 80% of them.
This error has been set taking into account the typical human eye incertitude
in the appreciation of bounce point (from a distance and with millisecond
duration), which is also subjective. As this limit was considered achievable
after the demonstration of our first version of the system, it was determined
as a requirement.Referee committee is aware of the difficulty of approaching
these accuracy values, but consider them necessary in order to standardize the
system.

2.2 System Description an Requirements

In this section, the system general workflow, as well as module specifications
and functionalities are described.

Image S Image Virtual 3D TV Signal
SW = "
Acquisition CEpIDE EEEED T Processing Replay Playout
(0]
R
EXTERNAL A
HW G
CAMERA CAPTURER/ENCODER E LAPTOP

Fig. 1 System HW/SW Workflow & Modules

The prototype has four independent modules: a) the camera, b) the cap-
turer /encoder, ¢) a laptop for storage and all processing tasks and d) a video
adapter for TV PAL broadcast or playout. The camera captures images and
transfers them in RAW format using an standard professional TV interface to
the capturer/encoder module. This second module encodes frames using the
H.264 codec and transfers it to the laptop where it stores them into a Trans-
port Stream (.ts) video file. The image processing and later 3D virtual replay
generation tasks are executed in the laptop. In the last module, the 3D virtual
representation output video is adapted to broadcast quality video.
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Table 1 Pixel/Distance(pixel/cm) ratios calculated for different image resolutions and cam-
era distance

Distance from camera (m)
9 m 0.5 m Reference Image

1080p 0.45 0.065
720p 0.7 0.09
576p 0.85 0.15

— Camera The cameras used for image capture must fulfil some charac-
teristics in order to make the ball detection easier for segmentation and
identification operations carried out in the next steps:

Image Resolutions

— Frame Rate The broadcast camera must provide enough images per
second to track and predict the ball trajectory in each frame. The choice
of this factor is defined taking into account the trade-off between the
data processing time (in capturing/coding/storing) and the necessity of
the amount of real images to be able to approach accurately the ball tra-
jectory. To avoid missing frames, the time elapsed in recording/storing
each frame must be less than reciprocal of the frame rate.

— Shutter speed and diaphragm aperture

In the case under study, the accuracy of the tracker can be improved
if a target with stable shape, without blur effect, and with stable color
(grayscale intensity) is acquired. Therefore, a high shutter speed cam-
era is required. The choice of this factor is to be defined taking into
account the trade-off between the minimum illumination required in
the segmentation process and the necessity to keep the shape of the
ball stable. It will be set to the minimum that allows the ball to appear
as a clear round object. The maximum speed of the ball will be relevant
on it (see Figure 2 and 3).
The minimum shutter speed and consequently the diaphragm aperture
are set according to the illumination of the sport events place and to
the expectable maximum ball speed in each game. In this work, these
values are set for Basque Pelota courts (indoor, illuminated for TV
broadcast).

— Image resolution The accuracy in ball bounce pinpointing is also

related to the resolution of the captured images. The higher the res-
olution, the lower the pixels/distance ratio. Once again, the system
performance is based on a trade off between lower processing time and
higher accuracy in measure (see Table 1).
To approximately calculate Pixel/Distance ratios, we use as reference
object the border line. Calculating the amount of pixels in the horizontal
and vertical vertices of the image, we can compute border line width
pixel amount and compare it to border line real width measurement.

— Color space The color space influences the ball segmentation process.
Although multi-component color spaces can offer extra information in
image object understanding, the bright white color of the ball and the
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dark color of the playground, offer high contrast which makes single
component color spaces enough for segmentation purposes. This re-
duces the generated data amount for capture, encoding, storage and
processing tasks.

— Optical lens with fixed camera-to-playing field distance The
field of view of the camera must also be taken into account to deter-
mine lens distortion and system precision in terms of image pizel/real
distance. The greater the field of view, the greater the covered scene
area in which the ball trajectory can be analyzed. However, the greater
the field of view, the greater the lens distortion and the lower the pre-
cision (pixel/distance). Even though this parameter must be taken into
account, it is not as critical as others like velocity of the ball.

— Capture & Encoding module The capturer/encoder module captures
the RAW multi component video signal provided by the camera. After
that, the signal is converted to a single component color space. Then, the
signal is compressed and encoded in order to reduce the information data
flow for the storage and processing tasks.

— Codec The codec requirements have to solve the controversial relation
between image quality and compression ratio. The goal is to obtain
the maximum compression ratio, keeping the minimum image quality
which ensures correct segmentation conditions after decoding.

— File container The video file must be read and written at the same
time. In addition, the read process must offer quasi random access ca-
pabilities for the retrieval of part of the whole recorded video starting
from a specific frame. Moreover, most of multimedia container formats
include timestamps and data just before file closing, becoming naviga-
tion more difficult. The chosen container must solve this problem.

— Storage and Processing Laptop The laptop and capture/encoding
module are connected trough USB 2.0. The laptop stores the encoded im-
ages in its hard disc, it retrieves and analyzes them and finally generates
a 3D virtual replay of the action. A multi-tasking approach for quasi real-
time performance establishes the hardware characteristics of the laptop.
The system core software is stored and executed in this module. The algo-
rithm robustness is directly related to the system set-up flexibility.

— Video adapter to TV broadcast signal The broadcasted output video
signal must comply with the broadcaster graphical requirements and signal
quality specifications at its mobile units. This module adapts the rendered
video signal into a TV broadcast signal.

3 Implementation

In the first step of the implementation, state of the art and market study
has been carried out to identify the existing HW/SW developments which
best fit the needs of the system based on the requirements outlined above.
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Two main issues have been encountered at this point: on one hand, no spe-
cific HW/SW solution exists for the established requirements. On the other,
available HW solutions deal with independent tasks identified in the system
workflow & modules figure, (Figure 1). This context pushes the development of
our own algorithms, as the outcome of a research process. The unique existing
Open Source algorithms used in the implementation are Camera Calibration
(OpenCV) and Polynomial Approximation (GNU).

The system as a whole has been integrated using Qt%: a cross-platform
application framework that is widely used for developing application software
with graphical user interfaces (GUIs).

3.1 Image Capture

From the beginning, this system was developed using conventional TV broad-
caster equipment in order to reduce costs in later market adoption processes.
The camera used in the tested prototype is a common professional HD hand-
held camera (Panasonic HVX200A"), widely used by many kinds of produc-
ers/broadcasters. It provides a RAW YUV (4:2:2) component signal at a max-
imum resolution of FULL-HD 1080i and a maximum frame rate of 50fps far
away from the throughput and features of cameras required by other mar-
ket solutions. The camera is set-up at HD 720p 50fps both providing enough
resolution and frame rate for our approach.

The scene illumination conditions are then to be analyzed. The amount
of available light is a combination of pelota court lights and of additional
spotlights used in special competition broadcasting. Under these conditions,
the scene often is not enough illuminated, providing resulting images (at 50fps
and 1/500 shutter speed) which are low-contrast.

Taking into account the minimum illumination required to keep the color
and constant shape characteristics of the ball in the segmentation process, the
balanced compromise between shutter speed, which keeps constant the ball
round shape, and diaphragm aperture and electronic light gain, which keep
the scene contrast, is defined for each broadcasted event.

Fig. 2 Low shutter speed Fig. 3 High shutter speed
(Auto). Electronic gain dis- (1/500). Electronic gain en-
abled. Blurry Ball abled. Blur-free Ball

6
7

www.qt.nokia.com

www.panasonic.com/business/provideo/home.asp
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3.2 Image Encoding and Storage

The amount of data generated capturing HD 720p images at 50fps and de-
scribed by the bit rate BR parameter makes necessary the use of compress/encode
algorithms.

Resolution: (1280 * 720) pizels/frame
Frame Rate: 50 frames/sec

Bit Depth: 8 bits/pizel

Components: (1 (Y) + 0.5 (U) + 0.5 (V))
(Note: YUV 4:2:2 format)

BR =1280 x 720 x 50 x 8 x 2 = 703.125Gbps (1)

The generated throughput would impose special storage, transmission band-
width and equipment. This makes the system set-up more expensive and less
compact. However, reduced system cost and dimensionality are central require-
ments from the beginning: to reduce the throughput the signal must be com-
pressed. The dominant video codec today for web and mobile video (limited
by the transmission channel bandwidth) is H.264 [15] [6]. H.264 compression
preserves the video quality at high compression ratio better than other popular
codecs widely available on the market [15] [16].

Although the standard defines 17 sets of profiles, H.264 has three commonly-
used: Baseline (lowest), Main, and High. Higher profiles (Main and High pro-
files) ensure the best signal quality-compression relation. Since the system
needs high compression ratios with the best signal quality, the High profile is
chosen.

H.264 is typically deployed into . MP/ file containers. However, a wide range
of different containers can be used. One of the main difficulties of working
with open videos is the random access within the content. Most seek function
implementations require closed video files to function properly. However, in
our case, the positioning at specific frame is performed will the video file is
open and the encoder is appending information on it. To achieve this purpose,
it is necessary to have time marks periodically embedded in the video file.
Nevertheless, most video containers only include those marks just before the
file is closed.

The container chosen to fit our requirements is therefore MPEG Transport
Stream (.Ts) [12]. This Transport stream, devoted to content broadcasting,
specifies a container format encapsulating packetized elementary streams, with
error correction and stream synchronization features for maintaining transmis-
sion integrity when the signal is degraded. This allows to read specific video
segments while writing into the same file.

The open source ffmpeg® library has been used to compress, encode and
encapsulate the video, as well as to retrieve video sections, and decode them.

8 www. ffmpeg.org
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This package includes audio/video codec and audio/video container multi-
plexer and demultiplexer libraries.

3.3 Camera Calibration

Camera calibration or resectioning is the process of finding the true parame-
ters of the camera that produced a given photograph or video based on prior
knowledge of the scene. The camera parameters are classified in extrinsic and
intrinsic parameters.

Rotation and translation matrices (R, ?) contain the extrinsic parameters
which denote the coordinate system transformations from 3D world coordi-
nates to camera coordinates. On the other hand, the intrinsic parameter matrix
(K) encompasses focal length, image format, and principal point (Equation
2).

fe 0 co
K= 0 fycy 2)
0 01
Where,

fz & fy - Lens focal length

¢z & ¢y - Principal point (the image center)

The camera calibration is carried out using the so-called pinhole camera
model, on which Opencv® camera calibration routines are based. A scene view
is formed by projecting 3D points (x,, Yp, 2p) into the image plane (z;,y;) using
a perspective transformation.

P¢=<y§>, Pp=<y§> (3)
1 Zp

From the homography matrix (H), the matrices (R,?) describing the
rotation and translation parameters of the camera can be extracted.

In the mathematical development below the captured image points are
identified by P; (image coordinate, pixel) and playground plane points, where
the ball will bounce, by P, (real world plane coordinate, cm). P} is an auxiliar
point (real world plane coordinate, cm).

Since Opencv use homogeneous coordinates:

9 http://opencv.willowgarage.com/wiki/
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Tp
x;
<%>Kmm vp (4)
1 P
1
Where,

(zp, Yp, 2p) - Real world 8D coordinates
(zi,y:) - Projection point coordinates

Ty
Py =\ v, (5)
zp

hap) ha2) h,s)
Hip = | he2,1) h2,2) h2,3) (6)

h(s,1y hs2) s,

P; = Hip X P; (7)
Hip=H ! ®)

P v O A i
PP:Pp/Zp: yp/zp = yp (9)
2y /2y 1

The homography matrix (H) needs to be calculated upon starting the sys-
tem: it maps which pixels coordinates of captured image points P; correspond
with playground plane coordinate points P,. Thus, once the bounce point in
the captured image is identified, the position in the playground plane can be
calculated.

Fig. 4 Calibration checkerboard
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The image points are selected using a calibration checkerboard as in Figure
4. The playground plane points are predefined and they must correspond to
the points of the checkerboard which are selected in the captured image. With
this process, camera intrinsic parameters matrix (K) and plane homography
matrix (H) are calculated. Consequently, the (R, ?) matrices are defined.

The calibration information allows placing the camera (position and tilt)
with respect to a reference point (x,,yp, 2p) of the pelota court world and
determining its intrinsic distortion parameters. Undistort parameters and the
geometric transformation, which establishes the relation between a captured
image and the playground plane points parameters, are therefore established.
Camera calibration makes the system robust in terms of different possible cam-
era operating location. As a result, the system has no camera location/orientation
limit, provided that line view is not occluded.

3.4 Image Analysis and Data Processing

In this section, the image processing and accurate bounce point determination
algorithms are explained. The development has been based on the open source
Opency and GSL - GNU libraries.

Once the system has been started, the recording begins. The camera is
acquiring the contentious area around the playground border line and storing
the information in a laptop where data is also processed during the entire
duration of the game. The data captured from the camera is stored as MPEG
transport stream (.ts) and using H264 encoding. When a controversial play
occurs, the operator triggers the system. To that end, it extracts the latest
frames, which contain the controversial play.

Once the set of images is extracted, the first image of the sequence is set as
the background image (Figure 6). All the images of the sequence are converted
from the color space, which is determined by the camera output, into a single
component color space able to contrast the shape, movement and intensity
descriptors to pinpoint the ball position in each frame.

After this, all the images are pre-processed using the camera intrinsic pa-
rameters matrix (K) to correct the distortion introduced by the optical lens.

After image preprocessing, the process for ball segmentation and tracking
starts (see Figure 5) for each of the corrected images of the sequence (Figure 8).
Due to the knowledge of the probable initial ball position, this process is only
applied for a concrete image area. Image areas’ difference is calculated pixel
by pixel with respect to the previous image (temporally) (Figure 7) and to
the reference image (Figure 6), such that two difference images (Figure 9 and
10 respectively) are obtained. Broadcast camera position and orientation are
statics from the beginning of the match. For this reason, the frame difference
technique provides a background-free output.

These two substraction image areas are transformed into black and white
image areas via thresholding. The logic operation AND is performed for each

10 www.gnu.org/software/gsl/
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pair of image areas (Figure 11), so that only regions which are present in
both images are extracted. Regions identified as noise also have to be removed
by the logical AND composition operation. In order to discard noisy regions,
estimated shape and area are used. Furthermore, velocity of the ball, consid-
erably greater that of rest of the objects present in the scene, is set as key
characteristic for segmentation. This methodology is used for extracting the
initial position of the ball. Once the initial position is determined, the tracking
process of the ball is performed.

The tracking process is based on the calculation of a movement vector.
This movement vector and the velocity vector of the ball are calculated taking
into account its coordinates (z!”,y.”) in pixels with respect to the previous
image and to the time that has elapsed between one image and the next. In
order to calculate the movement vector, the difference between the coordinates

(2", yi") of the center of the ball is calculated for consecutive images.

The calculation of the movement vector allows predefining a ROI where
the segmentation process occurs. Once the initial point of the ball has been
extracted and the movement vector calculated, the system creates a ROI de-
termining the prediction area for ball position. All the process steps of frames
substraction and AND logical operation will be made in the extracted ROI.
Therefore, the process of ball detection speeds up.

The combination of camera position/orientation and selected RO size keep
usually the players belonging regions (noise) out of ROI. However, if there are
more than one ball candidate region after AND composition operation, eliptic
shape, calculated area and predicted position are used to discard irrelevant
ones.

Tracking prediction algorithms, like Kalman Filter or Particle Filters, have
been implemented and tested but finally rejected because they do not offer any
significant improvements comparing with less complex procedure assuming
some approximation. This is due to the fact that ball trajectory can be con-
sidered quasi linear close to bounce point. In addition, the relation between
capture frame rate and ball velocity makes vector module almost constant
and smaller than ROI size. For this reason, the velocity vector information is
enough to predict properly the future ROI position and ROI size to detect the
ball even if changes its direction after bounce.

°
(Camera Origin)

m

Fig. 12 Point Sequence split & polynomial approximation
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As shown in Figure 12, once the velocity vector has been extracted for
the entire sequence of frames, the sequence of positions of the ball (z}”,y}")
is divided into two segments. In order to define the limit of the segments, the
difference in angle and modulus of the velocity vector is taken into account.
The maximum value of the angle difference determines the limit which divides
the two segments. If the angle values are similar, the modulus is used to break
the deadlock.

Once the coordinates of the ball position of the ball have been determined
for the two segments, a least-square fitting is performed for each of the two
segments [1]. For the calculation of this fitting curve, the points which are
above a minimum distance to the curve are iteratively discarded.

if,
" _ 11
[z} (n) — Isf (=] (n))] > Z;&;lfth W = (2}’ (n),y}"” (n)) point discarded.
(10)
Where,

Isf - Least Square Fitted function
length - Each segment length

The trajectory of the ball for each of the two segments is thus determined.
The point of the intersection of the resulting curves is considered the bounce
point of the ball(see Figure 13).

Set of velocity vectors

Calculate angle difference
between vel. vectors

¥
Max angle
similar to
the rest of
angles?
Calculate
Difference
Module Max. Angle
defines LIMIT
N2 point
Max. Module defines
LIMIT point

Divide ball position vector
set into two subsets

Least Square Fitting for
ball position vector subset

{

Compute intersection
point of two segments

BOUNCE PONT
DETECTION

Fig. 13 Bounce point detection using velocity vectors
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The position of the bounce point is now referenced with respect to the
image coordinates (z}’,y.") while the real distance of the bounce point to the
playground border line is to be known. To that end, the geometric transforma-
tion obtained in the calibration procedure is applied to extract the coordinates
(p, Yp) in the playground plane from the coordinates of captured image in pix-

els.

o o
(Camera Origin) (Camera Origin).

Y

R
f
a
(=0 Plane Origin) (2=0 Plane Origin)
Fig. 14 The center of the ball (", y}") Fig. 15 The point (z},y}) where the
referenced to captured image origin ball touch the ground referenced to im-

age origin

(Camera Origin)

(%) = H X (x"y;")

o
H (Homography Matrix) (Z=0 Plane Origin)

Fig. 16 Transformed touch point Fig. 17 Bounce point
(zp,yp) at ground (zp = 0), referenced (Tppounce » Ypbounce ) Teferenced to ground
to ground plane origin plane origin

This geometric transformation, related to homography, can only be applied
for the points of the playground plane (z, = 0). To that end, it is necessary to
define the bounce point in the image. The point is defined by the coordinates
(x7,y7) in pixels (Figure 15).

x) =z + R x sin(«) (11)
! =yl + R cos(o) (12)

A small error is produced at the exact point where the ball touches the
ground It has not been reflected in the figures, since the ball is superimposed.
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Tp = aj;) + 'UZ(R7 7>) = Tppounce (13)
) = Yppounce (14)

Where,
(Tppounce > Ypbounce) - Bounce point at playground

z .
(“”Pb 20— + % *(xp — (2% (Tp — Tpyounee)))) * (Tp = Tpyounee) if Tp < Tp,
Zp = o (15)

g 2 2 .
9 _
w2 (@ Bpounce ~ %p) otherwise

Where,
g - Gravity constant

Once the point (z,y!) is calculated, the point on the real ground plane
is obtained by multiplying it by the plane transformation matrix (H) (Figure
16 and Equation 7).

As seen in Figure 16, the point (z;,,y,) is not an exact projection of the
center of the ball, so it is moved in the direction of the optical vector of the
camera with a distance which depends on the position and tilt of the camera
to the central point.

Once the real position of the bounce point, which is referenced to the field
line, has been calculated it can be determined whether the ball has bounced
outside, inside or on the line itself.

Since the correct geometric transformation provided by the two plane ho-
mography only can determine the relation between captured images and play-
ground plane points, the only actual ball 3D positioning can be carried out
when it touches the ground (at bounce point). From this data, the rest of
replay ball trajectory is simulated. Its (z,,yp) components are computed from
the bounce point (Zp,.....s Upsounce s Zoroune. ) ad ball direction vectors defined
taking into account some ball positions parameters in the processed images
close to the bounce moment. The (z,) component (See Equation 15) is based
on parabolic model taking into account (z,,y,) points, approximate ball veloc-
ity vector and the z,, determined from the ball position at the first analyzed
image frame.

3.5 Virtual 3D Replay

The visual result of the image analysis is the controversial play virtual 3D
replay. Here one of the most performance demanding issues is the rendering
engine, dedicated to the computational process of generating an image using
3D information. Firstly, this 3D shape information is converted into polygons
and then into triangles. Secondly, these triangles are projected into a 2D image
and, finally, each pixel inside the triangles is colored. The whole process takes
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too much time if no additional strategies or algorithms are used and live TV
broadcast cannot be interrupted.

In order to address realtime 3D rendering, the approach is built on top
of OpenSceneGraph'! (OSG) library [11]. It is an open source, cross-platform
graphics toolkit for the development of high performance graphic applications.
It is based on the concept of a scene graph and uses OpenGL'2.

OpenSceneGraph makes use of techniques that speed up the rendering
computational process because the rendering motor deals with considerably
reduced information: a Level of Detail (LOD) algorithm, culling techniques
(frustum, occlusion and small feature culling) and a State Sorting strategy are
employed to this end.

The basic LOD idea is to use simpler versions of an object as it makes
less and less of a contribution to the rendered image. So, when an object is
far away, less polygons will be used to define it, which reduces the number
of triangles to be processed in the rendering. The criteria OSG uses to select
a level of detail model depends on the distance of the object from eye point
(range-based selection). And to stop the switching form one LOS to another
being noticeable, a Continuous Level of Detail (CLOD) technique is used.[8]

Culling techniques consist of removing portions of the scene that are not
considered to contribute to the final image. The rest of the polygons are sent
through the rendering pipeline. With the View frustum culling technique, all
the polygon groups that are outside(the region of space in the modeled world
visible form the eye point) are eliminated. When occlusion culling is used, all
the objects hidden by groups of other objects are also eliminated from the
sending-to-render process. And with Small Feature culling, small details that
contribute little or nothing to the rendered images are not processed when the
viewer is in motion.[8]

State Sorting consists of sorting geometrical shapes with similar states into
bins to minimize state changes in the rendering process.[§]

Barruan

Fig. 18 3D virtual reconstruction of ball Fig. 19 Virtual representation of bounce
trajectory point

The 3D visualization module takes as input the ball 3D trajectory, the exact
bounce point, its distance from the line, its shape and if the bounce point is

' www.openscenegraph.org

12 wrw. opengl.org
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in or out. According to this incoming data, the scenario is loaded and the
ball trajectory simulated creating an output video file with the controversial
play reconstruction. Although the output video is rendered by a conventional
camera view for standard TV broadcast, it can be rendered with stereoscopic
cameras for future 3DTV broadcasts.

The module configuration defines the variable parameters which describe
the scenario: playground border lines width and color, ground material tex-
ture, rendered measure number and arrow colors, etc. This makes it easier
to configure the virtual scenario for the different real pelota courts where the
game takes place.

3.6 Signal Adaptation for PAL-Quality digital TV signal playout

With regards to the output signal, the system is able to provide HD 1080p
digital video throughput. However, it is required to also be compatible with
nowadays Standard Definition (SD) broadcaster TV signal standards. Ren-
dered images are adapted to these restrictions. The output video is rendered
with a Matrox4 CG2000' video adaptor, since this hardware combines a 3D
graphic accelerator with broadcast quality video I/O.

The system output signal can be adapted to lower quality formats (PAL
4:3, 16:9) if it is needed due to compatibility issues.

4 System evaluation

The initial assessment phase of the parameters described in Section 2.2 speci-
fies in depth which parameters of the camera improve the further segmentation
process.

According to this first assessment, the scene often is not illuminated enough
for proper image acquisition. To improve the image quality, the balanced com-
promise between shutter speed, diaphragm aperture and electronic gain is set.
Furthermore, the thresholds used in ball-player-background segmentation are
set according to camera parameters and playground illumination. The evalua-
tion of the system has been done before a professional TV broadcasted Basque
Pelota match in three different stadiums. In sport broadcast, the courts must
be well illuminated in order to maximize the contrast between foreground and
background and make the ball visible over the playground for the audience and
TV viewers. Accordingly, the illumination and its changes are under control
during match time and our system take advantage of this stable environment.

The test set-up has been another considerable challenge. The ball physic
behavior has been studied and tested, reaching that the ball bounce can be
considered elastic, because its hardness, ruling out any deformation on its
shape or track. In order to get to the conclusion that bounce area remains
circular, tracing paper has been used. This tracing paper is set along the border

13 yww.matrox.com
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Table 2 Accuracy test results for tests made in Ogueta(Vitoria) playground

H Test 1 Test 2
System System
Distance from Real rrzaa- Error Real ni:aa- Error
measure measure
camera [d] (m) (cm) sure (cm) (cm) sure (cm)
(cm) (cm)
d<15m 8.40 8.65 0.25 -8.20 -8.34 0.14
d<15m 2.85 2.86 0.01 7.10 6.60 0.50
d<15m 3.75 4.12 0.37 0.80 0.57 0.23
1.5m<d<3m 0.75 -0.04 0.79 -0.50 -0.90 0.40
15m<d<3m -3.75 -3.95 0.20 -5.20 -5.80 0.60
15m<d<3m -0.10 -0.34 0.24 -7.80 -7.56 0.24
3m<d<45m 19.00 18.85 0.15 -3.00 -2.58 0.42
3m<d<45m 1.75 0.90 0.85 -0.70 -1.07 0.37
3m<d<45m -3.20 -3.15 0.05 -3.55 -2.90 0.65
45m<d<6m 3.70 2.45 1.25 -4.75 -3.95 0.80
45m<d<6m 6.50 5.64 0.86 2.50 3.40 0.90
45m<d<6m 2.00 1.40 0.60 -6.20 -5.80 0.40
6m<d<75m 7.10 7.37 0.27 4.00 4.70 0.70
6m<d<75m 6.90 6.95 0.05 3.20 3.85 0.65
6m<d<75m -1.70 -1.75 0.05 2.70 3.10 0.40
75m<d<9m 3.30 3.50 0.20 1.90 2.30 0.40
75m<d<9m 4.20 4.50 0.30 12.60 12.00 0.60
75m<d<9m 11.90 12.00 0.10 2.10 1.80 0.30

line in order to determine real distance measurements during testing period.
Millimetric paper is set under the tracing paper to get the real distance from
the bounce area center and the border line. Consequently, the real distance
measurement error can not be above 0,5mm to achieve market competence.

As mentioned before, the system has been tested in different playgrounds.
For all tests, the selected parameters for the system are:

Frame rate = 50fps

Shutter speed = 1/500sec
Diaphragm aperture = 1:1,7
Image resolution = 720p HD
Camera lens focal length = 35mm
ROI window size = 100X100px
Detection color space = Gray scale
File storage codec = H.264

O NG WD

The camera was located 3 meters from the ground and on one side of the
line. The field of view allowed covering 9 meters (as shown in Figure 20),
enough to cover the controversial action play zone. The camera pan and tilt
were different for each test, determined to each playground. The system can
be adapted for any kind of sport event, taking into account that the error can
vary depending the referees requirements.

According to the results extracted from the tests made in one of the play-
grounds(see Table 2), the algorithm robustness is proved along different pos-
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Fig. 20 Covered distances in the testing trials

sible camera operating distances. Average error for both test measurements
is 4,3mm, which is below the target 5mm deviation. The numerical error re-
quirements listed in Section 2.1 are not fulfilled successfully, because the 80%
of measures should be below this 5mm error threshold and only the 69,4% of
the errors satisfy this requirement. still, 80% of the errors are below 7mm.

Although Referee Committee considers this results as acceptable because
the typical human eye incertitude in the appreciation from a distance, with
millisecond duration, is considerably higher than that of the presented sys-
tem, ongoing research is being developed in order to fulfill these requirements.
One of the objectives of this ongoing research lays on the use of FullHD cam-
eras instead of HD cameras. These cameras represent the same scene using a
greater number of pixels and therefore the pixel-real distance ratio decreases,
permitting a more precise calibration process and the minimization of error
(in real cm measumerent) when ball centre point is detected. The other major
issue comes from the control of playground illumination, in order to improve
the ball segmentation process.

The tests reveal that the precision in measurements is related to the ac-
curacy in ball center pointing (in each captured frame) and to the accuracy
in the homography matrix calculation, both of which are closely related to
image resolution. Actually, the error in measurement is not constant across
the field. Although the resolution of the image is constant, the real distance
that a pixel represents (pixel/distance ratio) is different depending on camera
location. The longer the distance between the line-point and the camera, the
lower the (pixel/distance) ratio. Nevertheless, the experimental results show
that this theoretical issue is not crucial for distances less than 9 m from the
camera at HD 720p resolution.

In the springs of 2010, 2011 and 2012 the system was tested in the most
important Basque Pelota competitions. Although the numerical measurements
did not accomplish the goals of the Referee Committee, they considered the
system ready to help them taking decisions during the match. The system
worked as expected on professional platforms and the output signal was broad-
casted live by the Basque public broadcaster (EiTB!*) successfully. In 2010 it
was watched by 219.000 spectators and the viewer share was 31,1%.

14 yww.eitb.com



22 Mikel Labayen et al.

The opportunity of broadcasting the virtual 3D repetition of the bounce
permits to the spectator to get more information about the ongoing match.
Due to the velocity of the ball and the limits of the broadcasting cameras, it’s
no viable to reproduce the last recorded frames and detect the bounce point
of the ball. Only making a reconstruction of the followed track it’s possible
to determine this point. Therefore, the user experience is enhanced using the
results of the described system.

5 Conclusions

In this work a low-cost automatic ball bounce detector and 3D virtual replay
generator is proposed for sport event broadcast. The central engineering trade-
off choice approach has been to reduce the bounce detection system set-up
and hardware requirements to unique broadcast-type camera per border line
as well as to reduce the system software to quasi real-time performance. The
challenge of hardware complexity reduction keeping accuracy in results can be
considered the main technical contribution of this work.

The algorithm introduces an additional advantage which makes it more
flexible in terms of different possible camera operating location. Contrary to
other approaches, the camera and the playground plane can form any angle,
since the necessary transformations for calculating the point of impact in real
coordinates are effective and accurate. For this reason, the system has no
camera location constraint, provided that line view is not occluded.

The typical human eye incertitude in the appreciation of distant actions(a
few meters from linesman to bounce events point), with millisecond duration
(because of the ball speed) is considerably higher than the score of the pre-
sented system. Obtained results show that the measure errors are close to the
demanded range in order to standardize the system for Basque Pelota events.

The use of 3D virtual reality for controversial action replays in sport event
broadcasting enhances audiences and TV spectators’ visual experience. Due to
the reduction of the production costs, this contribution represents a new oppor-
tunity for less-known traditional/regional sport events to use this technology,
as well as, for small producers, organizers and broadcasters to compete with
well-known competition organizers and expensive broadcasting rights owners.

The experience of having developed a research effort applied to real world
deployment for sports events has materialized a complete solution covering he
whole production chain. Technical specifications and hardware requirements
for a system that has to be included in a real world implementation are stronger
than the ones required for a system with not so close relation with real world
applications. Even more, several variables are no more under control of the
researcher, which makes the work harder.

This work has been granted with the patent EP2455911 Method for de-
tecting the point of impact of a ball in sports events
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