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Abstract. Nowadays, the presence of virtual characters is less and less
surprising in daily life. However, there is a lack of resources and tools
available in the area of visual speech technologies for minority languages.
In this paper we present an application to animate in real time virtual
characters from live speech in Basque. To get a realistic face animation,
the lips must be synchronized with the audio. To accomplish this, we
have compared different methods for obtaining the final visemes through
HMM based speech recognition techniques. Finally, the implementation
of a real prototype has proven the feasibility to obtain a quite natural
animation in real time with a minimum amount of training data.

1 Introduction

In human-machine interactive interfaces, in order to obtain a communication as
intuitive and comprehensible as possible, there is a clear trend to merge different
possibilities of presenting information, in particular, speech and facial animation.
In multimedia environments, using both audio and animation is a natural and
efficient way of communicating. the information appears more reliable if ani-
mation is synchronized with sound. Due to this fact, it is usual to see virtual
characters in many aspects of our everyday life.

In order to synchronize the character’s lip animation with its speech, the
phonetic content is needed, that is to say, phonemes and their duration. If the
sound is synthesized from written text, this information is generated by the
speech synthesizer. There are many applications that merge these two technolo-
gies (animation and speech synthesis) in order to create friendly interfaces [1],
[2], [3], [4]. Nevertheless, if the animation is generated from audio, the character
has a much more natural appearance because its voice comes from a real per-
son, but we have to perform audio analysis to obtain the phonetic information
needed. Most of the research done on this type of application concerns English
[5], [6]. The presence of minority languages in the area of virtual characters is
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very limited. This is obviously due to the lack of both resources and tailored
technology.
In this paper, we study the development of a system capable to produce the
suitable data to animate faces from natural voice in Basque using open source
technologies. We believe that using open source technologies such as HTK or
Sphinx may help diminish the digital gap between majority and minority lan-
guages. Specifically, we used HTK Toolkit [7] (based on HMM methods) to
discover the best approach to obtain a synchronous animation in real time from
speech in Basque, using the minimum amount of resources possible. The out-
put of our speech analysis had to be a match between a set of visemes (visual
representation of the phoneme) and phonetic data, corresponding to the lip vi-
sualization of the virtual character for each frame of the animation. The final
application obtained after different analyses and studies was tested in a proto-
type. The outcome of this test allowed us to use this application to synchronize
the animation with on-line audio in real time.

Fig. 1. Animation of the virtual character

2 Technical and Methodological Issues

The purpose of this study is to provide the Basque community with services and
facilities not available at the moment. To accomplish this, we have to fulfill the
following tasks:

– Research and decide on a method to obtain the suitable data from the speech
signal in Basque.

– Synchronize the original voice with the animation from the information pro-
vided by the tool developed in the previous analysis.

– Test the performance of these techniques in real-time applications.
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2.1 Recognition System

In this part we analyse some approaches to develop the recognition system. First,
we describe the methods used and then, we show the results.

Development Approaches. As has been already mentioned, the goal of the
project was to obtain the suitable data to animate the lips of the virtual character
in real time. To obtain these data, we performed a set of tests using HTK Toolkit.
Resources for Basque, such as corpora are scarce and, at present, no open source
oral database in the language is available. Therefore, in order to train and test
the HMMs, we recorded 250 sentences in Basque, 150 for training and 100 for
testing. We added another 50 sentences and used the total amount to create the
bigram model. Recordings were done using a Sennheiser desktop microphone
(16 kHz/ 16bits/ mono). Recording conditions were not optimal in regards to
noise level. The audio files were recorded in a working room with people speaking
and with other types of noises, such as steps or street sounds. During training,
feature extraction was performed over 25 ms segments every 10 ms. The Basque
version of SAMPA was used as phoneme set for the recognizer. Monophone
models were created, which consisted of non-emitting start and end states and
3 emitting states (except from the short pause model) using single Gaussian
density functions (due to the small amount of training data). The states are
connected left-to-right with no skips. For training, we initially set the mean
and variance of all the Gaussians of all the models to the global mean and
variance of the complete data set. These models were then trained iteratively
using the embedded Baum-Welch re-estimation and the Viterbi alignment. The
short pause model was added only after a few training cycles. The resulting
single Gaussian monophone system was tested using a Viterbi decoder.

Mel Frecuency Cepstral Coefficients (MFCC) vs. Reflection Coeffi-
cients (LPREFC). In this environment, we analysed two types of param-
eterization. One of them was based on MFCCs and the other was based on
LPREFCs. MFCCs handle acoustical features of speech sounds and are based
on human auditory perception. In this case, the utterances in all data sets were
encoded in Mel Frecuency Cepstral Coefficient vectors. Each vector contained
the parameterized static vector plus the delta coefficients, as well as the acceler-
ation coefficients. This resulted in 39 dimensional feature vectors. LPREFCs are
model based coefficients. We used them to perform the LP analysis. They are
closely related to the vocal tract shape. Since the vocal tract shape can be corre-
lated with the phoneme being pronounced, LP analysis can be directly applied to
phoneme extraction. 18 reflection coefficients were calculated plus the delta coef-
ficients and the acceleration coefficients. This resulted in 54 dimensional feature
vectors.

Complete phoneme set vs. phoneme clusters. For each type of parameter-
ization, we tested two recognition configurations depending on the recognition
unit. The first approach used the whole phoneme set to be recognized and a
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model was created for each phoneme. The resulting set contained 26 phonemes.
In contrast, the second approach consisted on grouping the phonemes on the ba-
sis of their visual representation. Since different phonemes share the same visual
representation, we obtained a set of 16 models to define, as shown in Table 13.

Table 1. Phoneme to viseme mapping

3 The examples of the table are in unified Basque(Euskara Batua).
apeza: priest/ begia: eye/ ama: mother/
denda: shop/ ekarri: bring/ gaia: topic/ arrunta: common/ dirua: money/
atso: old woman/ txikia: small/ atzo: yesterday/
zoroa: mad/ xoxoa: blackbird/
hasi: start/
afaria: dinner/
etorri: come/
ijito: gipsy/
neska: girl/ ñabar: mixed/
lana: work/
iluna: dark/
hemen: here/
ipar: north/
oso: very/
umore: humour/
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Experimental Results. The following table4 illustrates the results obtained
for the two types of parameterization. These results represent the number of
visemes recognized by the system. In the case of the phoneme clusters this result
is obtained directly. However, in the case of the complete phoneme set we mapped
the phone transcriptions of the reference text (the text to recognize) and the text
recognized to obtain the viseme recognition rate. The phonemes that have the
same visual representation were mapped to the same symbol.

Table 2. Experimental results (viseme recognition rate)

Parameterization based on MFCCs. As was mentioned earlier, two different
approaches were explored with respect to the recognition module. In the one
case, each phoneme was represented by one model. In the other case, each model
represented a cluster of phonemes sharing the same visual representation. We
compared the results of both approaches and the outcome clearly showed that
grouping phonemes on the basis of visemes was not the best approach. The
error rate was about 5% worse (the same results were obtained in [9], [10]). This
was somehow predictable, since MFCC parameterization is closely related to
speech acoustic features. The corresponding MFCC parameterization vectors of
the phonemes of the same cluster can be very different from each other.

Parameterization based on LPREFCs. Additionally, another type of pa-
rameterization was used to test if another type of parameters was more suitable
for grouping the phonemes by their visual representation. In particular, the re-
flection coefficients were used, since they are not so strongly tied with the acous-
tic features of the voice. These coefficients use information from the formants
and perhaps could be more efficiently correlated with the visual representation
of the speech signal. In this case also, we first used the complete set of phonemes
to be recognized and, later, generated phoneme clusters. Results show that this
parameterization is not suitable either to perform valid recognition based on
phoneme clusters. In this case, the results obtained using phoneme clusters were
around 4% worse than the results obtained using the complete phoneme set.

MFCC vs. LPREFC. The results obtained using MFCCs were better than
the results obtained using LPREFC, both for the configuration of the complete

4 Acc.(%): represents correct labels, taking into account insertions.
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phoneme set and the configuration of phoneme clusters. In both cases the error
rate was around 11% worse for LPREFCs. Thus, the use of the parameterization
based on LPREFCs did not improve phoneme cluster-based recognition.

Fig. 2. Experimental results

2.2 Prototype

The application captures the speech signal from the input through a sound card
and identifies the appropriate phonemes. As phonemes are recognized, they are
mapped to their corresponding visemes. The virtual character is then animated
in real time and synchronized with the speaker’s voice. The application developed
in this paper consists of three modules (Figure 3) (in this paper we concentrate on
the component for extracting the mouth shape information from speech signal):

Fig. 3. Diagram of the application developed

– The phoneme recognition system. This module was described in the previous
section.
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– The module that sends the input audio to the recognition system. Once the
off-line recognition system has been developed, it has to be connected with
on-line audio, so that the recognizer generates the phonemes corresponding
to the speech waveform in real time. To develop this interface we used the
ATK API [8].

– The communication interface between the recognition system and the an-
imation platform. Once the phonemes corresponding to the audio samples
are recognized, they are sent to the animation module. For this, an interface
with sockets was developed, based on the TCP/IP communication protocol.
Through this module we fed the animation module with the recognized unit
for realistic animation.

It should be noted, though, that due to the lack of sufficient speech data in
Basque, the end user must train the system. A minimum of 150 training sentences
is needed. In order to facilitate this task, we developed an interface. This interface
allows the user to select the sound recording device as well as the format of the
audio files.

3 Results and Discussion

Our software fits in today’s multi-modal user interactive systems, for which talk-
ing characters are an essential part. The present paper focused on obtaining a
useful and usable application in the television domain, where virtual presenters
are more and more common. The overall aim was to create a quiz type TV pro-
gram for children using a virtual character. This character is presently running
in a popular Basque TV (EiTB) program, in which children answer questions
and interact with the said character. In this case, a cow. Results are satisfactory
for this first version.

The virtual character is in a virtual environment. The animation reacts to
the caller’s answers, therefore needs to run in real time. Lip animation runs
as the actress who dubs the virtual character in the program speaks into the
microphone. This voice is sent in real time to the software developed in this
work. The software analyses the stream and generates the data to synchronize
the lips with the audio. This information is interpreted by the animation engine.

4 Future work

The results we obtained with the presented recognition application are not ac-
curate enough. However, real time animation obtained is satisfactory.

As a next step, it would be interesting to develop a rich audio-visual database
for Basque. With a rich audio database, we could eliminate the training require-
ment. Besides, with this corpus we could study other possibilities in HTK, such
as triphone configuration or a configuration with multiple mixture components.
The corpus would also give us information about the structure and grammar of
Basque language and more clues as to the reasons for poor performance results.
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We could determine if the bad results are due to a lack of data or to another
reason. Moreover, if the database contained visual information, it would be pos-
sible to perform recognition using both audio and visual features. With a more
accurate recognition analysis, we could expand the domain in which the soft-
ware could be used. It would be integrated in applications such as lip reading
for hearing-impaired people or to simply improve comprehension when audio
quality is low. Combining audio and animation as means of communication,
in noisy environments or when bandwidth is limited, the chances of successful
communication increase.

On the other hand, it is interesting to perform a deeper study of the possi-
bilities of the ATK API. We use this API as the interface to communicate live
audio with the recognition system. However, its present performance is not as
robust as we would like.

We also noted a great dependency between the application and the micro-
phone used. This is another issue that we should address.
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