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Architecture for semi-automatic multimedia
analysis by hypothesis reinforcement

Igor G. Olaizola, Gorka Marcos, Petra Krämer, Julián Flórez and Basilio Sierra

Abstract—
The digitalization of the audiovisual production chain has introduced new opportunities and challenges in the asset
management workflow. The huge amount of accesible content requieres new annotation and indexing paradigms that
overcome the current limitations in terms of resources and level of detail. A novel approach to improve and automatize
professional Media Asset Management systems is proposed in this paper. Our proposed architecture enhances the
metadata with new objective concepts that can be ported to the semantic level and can also used through ”query by
sample” methods. Moreover, the implicit and explicit knowledge about a certain domain can be introduced in the system
with a combination of classifiers and a semantic middleware. Last, the system can be replicated in different domains
and combined via an initial hypothesis, allowing the scalability of the system to multiple content domains.

Index Terms—Multimedia annotation, architecture, semantic gap
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1 INTRODUCTION

IN the last years, the digitalization of the
content, the increase of bandwidth, and the

diversity of networks had a huge impact on
the workflows of the broadcasters and the
consumption patterns. The way of producing,
storing, managing, and distributing the content
has radically changed. Moreover, the digital-
ization has considerably improved the way of
searching and retrieving the content. For in-
stance, Media Asset Management (MAM)[1] sys-
tems have been developed to index the annota-
tions of distributed content, allowing powerful
text based retrieval mechanisms.

Consequently, MAM frameworks have a
strong dependency on the metadata associated
to the media assets. Manual annotations are
the main metadata generation method in the
current state of the art, but due to the high costs
of manual processes and the high subjectivity
degree that they introduce, automatic analysis
systems are presented as an ancillary method to
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extract knowledge from the contents. The state-
of-the-art in multimedia analysis techniques
can be seen as an opportunity to enrich the
annotations automatically or with the supervi-
sion of an expert. Very promising results have
been achieved for the extraction of middle level
annotations, especially when the domain of the
content is pre-established.

However, even in such conditions, there is
still a semantic gap between the information
generated by the algorithms and the final
constraints of the current systems. Besides,
there are enormous opportunities to improve
the way of tackling the general problem and
the way of combining the different processing
modules. In this paper, we propose an architec-
ture to bridge this semantic gap under certain
conditions. Its characteristics are the following:

• Annotation process enhancement in pro-
fessional domains through automatic anal-
ysis modules that can add low-level data
and convert them into semantic concepts
according to the pre-established taxonomy.

• Scalable and modular employment of
video analysis, concept detectors, classi-
fiers and semantic tools to extract and infer
the meaning of the content of the asset.

• Ability to take advantage of the use of
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the fuzziness of the multimedia processing
contents at the semantic level.

• Modularity and scalability to enrich the
metadata by plugging further analysis
tools or increasing the model with decision
rules.

1.1 Manual annotation vs. automatic index-
ing
Indexing and retrieval processes differ in the
professional and non professional domain.
General purpose audiovisual content retrieval
environments like Youtube or Flickr (for still
images) are based on manual annotations. Basi-
cally, those systems offer a free way to annotate
the content and text based search engines are
used to retrieve the content. This approach is
valid for very open content domains where
taxonomies would be too big to handle with
them and where people who annotate are not
expert in indexing processes. In the profes-
sional domain the need of accuracy and consis-
tency is much higher and restricted taxonomies
are implemented to avoid ambiguities and dif-
fuse concepts. However, this manual process
results in very slow and expensive tasks due
to the huge amount of content generated by
broadcasters and producers. Automatic analy-
sis modules could enrich the metadata and ide-
ally avoid the need of the manual annotations.

The rest of the paper is organized as follows.
Section 2 shows our proposed system architec-
ture to enhance the annotation process through
automatic analysis modules that can add low-
level data and convert them into semantic con-
cepts according to the pre-established taxon-
omy. Section 3 presents information about the
development status of the designed architec-
ture and Section 4 describe last conclusions and
the future work planning.

2 SYSTEM ARCHITECTURE

2.1 Approach to the problem
From a machine learning point of view, we face
an extremely high dimensional problem with
a massive quantity of heterogeneous content
which cannot be handled by using classical
data mining techniques. KDD (Knowledge Dis-
covery in Databases)[2] techniques have to be

used instead in order to extract the conceptual
information.

In order to convert the information in knowl-
edge, dimensionality reduction methods like
(PCA [3] LDA [4], MFA [5], etc.) have to be
used. The resulting features must have a high
correlation degree with the concepts contained
within the video content. However, this meth-
ods are only suitable for expert system where
the knowledge can be modeled with an af-
fordable number of features (e.g: face recogni-
tion systems). For more general domains, exist-
ing automatic dimensionality reduction meth-
ods do not provide the needed information
to bridge the semantic gap and convert the
information in knowledge.

On the semantic part of the problem, the
knowledge can be provided explicitly[6] by us-
ing ontologies that represent the domain with
its elements and the relationships among them,
but again, complex or big domains cannot be
defined manually.

We propose a combined solution where the
explicit knowledge is introduced to a seman-
tic middleware and the implicit knowledge is
acquired by classifiers. This combination al-
lows the modeling of bigger and more com-
plex domains[7] and reduces the semantic gap
by connecting low-level features with high-
level hypothesis and reinforcement factors. The
reinforcement factors allow to extend the di-
mensionality of the domain and provide the
framework for specific analysis methods.

2.2 Architecture
The proposed architecture (Figure 1) combines
low-level feature analyzers with data mining
techniques and a semantic middleware. Thus,
the analysis process consists of three iterated
steps: Domain pre-establishment, hypothesis
generation, and hypothesis reinforcement.

The domain of the content is fixed during the
ingesting process in order to define the initial
configuration of the system. This configuration
avoids ambiguities that appear in the content
and applies specific modules related to that
domain. In the further steps, low-level analysis
modules are applied to segment the frames into
regions and extract low-level data for each of
them.
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Fig. 1. System Architecture

Fig. 2. Original frame

2.2.1 First low-level feature extraction layer
The first module in the architecture extracts
region-based features which will be processed
by classifiers for first frame categorization (la-
beled as ‘a’ in Figure 1). These low level fea-
tures are domain dependent and have mostly
a strong relation with edges and shapes or
color and texture features[8], [9], [10]. Figure
2 and 3 show an example of the process of
simplifying regions based on color distribution.
Then the main regions and their properties
are submitend to the classifier. Time related
features like movement vectors or similarity
among different frames can be another type
of low-level features that in some cases can
provide meaningful information to the next
layer. Thus, the outcome of this module will
be a simplified description of the image based
on a set of features.

2.2.2 Classifiers
The implicit knowledge is extracted by using a
combination of automatic classifiers (labeled as
‘b’ in Figure 1). These classifiers obtain the first
middle-level classes[11] which will be used as
the basis for the hypothesis assumption. The
classifiers are selected according to the exper-
imental results obtained in a testbench where
all low-level features, middle-level classes and
classification algorithms are evaluated. For the
experimental evaluation, a testbenching appli-
cation has been developed in MatlabTM. This
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Fig. 3. Color based regioned frame

application can access all the classification al-
gorithms of Weka Data Mining Software1 and
make an automatic ranking of the results.

2.2.3 Semantic middleware and hypothesis
generation
The semantic middleware applies fuzzy rea-
soning rules to the knowledge gathered from
middle-level features by a set of ontologies
to select the next analysis modules that will
provide more specific information about each
labeled region[12](‘c’ in Figure 1). The out-
come of these modules is considered as a set
of “reinforcement factors”. For instance, in a
nature footage domain a “big green area” with
specific texture properties would be assumed
as “grass” by classifiers. Then then semantic
middleware has to establish the “meadow” hy-
pothesis. According to this hypothesis, specific
analysis modules have to executed in order to
demonstrate or rule out the hypothesis through
the reinforcement factors.

2.2.4 Reinforcement factors and hypothesis
validation
A similar architecture to the presented sub-
system (‘d’,‘e’,’f’ in Figure 1) is initiated to
analyze the reinforcement factors. Low-level
analysis modules are executed to find specific

1. http://www.cs.waikato.ac.nz/ml/weka/

features to prove hypothesis and classifiers pro-
vide the middle-level features to be processed
by the semantic middleware. If these factors
confirm the expected features, the hypothesis
of an asset will be considered as true and these
factors will be the characteristics of this frame.
Otherwise, if these factors do not satisfy the
expectations of the semantic middleware, the
hypothesis will be dismissed and the frame
will be considered without a specific semantic
meaning inside this domain and the process is
reiterated with different initial conditions.

2.3 Scalability to other domains
The presented architecture can be extended to
any new domain and all these new extensions
can be integrated in a single framework. The
only common part among different domains
is the region labeling part, carried out by the
classifiers. Once the hypothesis is estimated,
only one of the ontologies will be used. This
fact improves dramatically the scalability of
the system and allows the independent be-
havior of each semantic definition. Moreover,
this architecture based on consecutive layers of
data mining modules and ontologies allows the
combination of automatically extracted features
and manual annotations. A coherent combina-
tion of these two sources improves the final
result of the content retrieval process.

3 IMPLEMENTATION

The modules presented in this paper have
been developed and tested in a professional
broadcasting context. The selected domain has
been “landscape documentaries” and the test-
ing classes are the following ones:

• Water
– Sea
– Reservoir/Lake
– River

• Buildings
– Village
– City

• Land
– Forest
– Grass
– Wheat
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– Soil
• Sky

– Clouds
– Clear Sky

Very promising preliminary results have
been obtained by the different modules of the
architecture.

4 CONCLUSIONS AND FUTURE WORK

An architecture to avoid the dimensionality
problem and to minimize the semantic gap
in specific audiovisual content domains has
been presented in this paper. The implicit and
explicit knowledge are integrated with a com-
bined solution of classifiers network and a
semantic middleware. Further work is focused
on the appliance of the architecture within the
entire workflow of an testing and validation
processes within the selected domain.
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Julián Flórez Esnal got his PhD in University of Manchester
Institute of Science and Technology (UMIST) in Manchester,
United Kingdom. He is currently the General Manager of VI-
COMTech Research Center and since 1994 a Professor in the
University of Navarra. From 1983 to 1994 he was an asso-
ciate professor in the same university. Dr. Julián Flórez- Esnal
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