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Abstract

This article presents the motivation and the implementa-
tion of a semantic model developed to support diverse se-
mantic services in a Multimedia Asset Management system
in a Broadcaster. The model is mainly driven by DMS-
1 (Descriptive Metadata Scheme) standard, which is part
of the Multimedia Exchange Format standard defined by
the broadcast industrial community and according to our
knowledge we propose the first implementation of it using
the OWL language. This model has been complemented
with other models coming from the academia in order to
cover the diverse nature of the different semantic needs
identified in the whole workflow.

1. Introduction

The multimedia information management and retrieval
has been a very active field. In the professional context, the
digitalization has lead to a great revolution in the way the
companies handle, store and make their content accessible.
Our work is contextualized in the Broadcast sector, where
the tapes are disappearing and the workflow and the access
to the information have become concurrent and, in many
cases, immediate.[1]

Apart from the new opportunities brought by these
changes [15], the multimedia processing techniques and the
technologies coming from the semantic web [26] have pro-
vided new ways to optimize the management of the digital
assets. In the next section we will mention some important
contribution on very diverse topics that are related with dif-
ferent subprocesses of the workflow.

In this context, this article presents a semantic model de-

signed to provide those services that rely on the semantics
of the assets while keeping the perspective of the broadcast
industry. In order to do that, the model has been built on the
top of an ontology that partially implements the DMS-1 [24]
(Descriptive Mtadata Scheme) of the MXF [11] (Multime-
dia eXchange Format), which is a standard widely adopted
by that industry.

This article is structured according to as follows. The
second section provides a brief overview of the related work
in multimedia modeling. The overview emphasizes the
work performed in the broadcast environment. In the fol-
lowing section a short introduction the the DMS-1 standard
is included. In the fourth section, the context of the model
and its implementation are described. The work ends high-
lighting some conclusions and with some thoughts about the
future work.

2 Related Work

From both the industrial and the academic communities,
very important efforts have been made in order to standard-
ize the definition and management of metadata in the broad-
cast environment. In [24, 6] the authors provide an overview
of the main standards. Some of the most remarkable ini-
tiatives are the SMPTE descriptive metadata dictionaries
and their evolution into the DMS-1 [24] of MXF [11], the
EBU P/Meta standard for annotation, the MPEG-7 standard
[27],Dublin Core [5], TVAnytime [19] and the Broadcast
Metadata exchange Format (BMF) [12].

Furthermore, there is another very active research field
which is not focused on the broadcast context but in the
reasoning and retrieval of multimedia items applying se-
mantic data models and ontologies to improve some of the
processes of such retrieval. Exhaustive literature has been



presented dealing with the use of semantic techniques to im-
prove the query processing and natural language processing
[18], query expansion [4], query adaptation and federation
[13], content analysis [23, 25], information integration [13],
results ranking [22] and information visualization [7].

MPEG-7 represents the clearest linkage between the
standardization efforts in the broadcast environment and the
approaches that apply semantic techniques to the different
steps of the multimedia information retrieval. A clear ex-
ample of this is the work of Schallauer et al. [20] work
where the reader can find a MPEG-7 based metadata de-
scription infrastructure for an audiovisual media processing
system including content-analysis, documentation, search
and retrieval functionalities. They propose some formal-
ization of the semantic constraints in the MPEG-7 profiles
to enable interoperability and automatic use for MPEG-7
based applications. However, despite the reduction of the
complexity of using this standard, the presence of solu-
tions or products based on this standard is very low [10].
Furthermore, while some cameras and ingesting devices
are handling MXF/DMS-1 based metadata, the emerging
techniques to improve semantic driven multimedia analysis
[25, 8] are based on customized or MPEG-7 ontologies.

Taking into account this scenario, in order to enable the
integration of such emerging techniques, we propose in this
paper a metadata model that integrates an ontology of the
DMS-1 standard which is interrelated with other ontologies,
including an MPEG-7 one, to satisfy all the semantic needs
of the retrieval workflow.

The main contribution behind this is that this model is
designed to allow as seamless as possible the integration
of the emerging semantic techniques that are being applied
along the multimedia workflow while keeping the perspec-
tive of an industrial standard.

3 DMS-1 in MXF

MXF Descriptive Metadata Scheme 1 (DMS-1) [28], is
composed by a set of Descriptive Metadata Frameworks.
Each of them is defined by a logical structure of metadata
sets that allows them to be used as a plug-in to the Header
Metadata of a Material Exchange Format (MXF) file. This
provides external access to the metadata related to the dif-
ferent semantic levels represented by each one of the frame-
works. According to the standard,

• Production Framework: Compiles the set of meta-
data related to the identification and ownership details
of the audio-visual content. MXF considers that dur-
ing the Production, the metadata is always related to
the complete MXF file. Thus, this framework does not
deal with the annotation of partial segments. Some of
the metadata sets included in the Production Frame-
work are: Publicator, Awards, Classification, Contract,

Image Format, Caption description, Episodic Item,
Seetting Period and Rights.

• Clip Framework: Handles the sets of descriptive
metadata and the properties related to the caption
and creation of information of the independent audio-
visual clips. In MXF a clip is an essence container that
may comprise of a number of interleaved audio, video,
or data essence elements. Some of the metadata sets
covered by this framework are: Shot, Device Param-
eter, Rights, Classification, Scripting, Processing and
Project.

• Scene Framework: Contains descriptive metadata
sets and properties that describe actions and events
within individual scenes of the audio-visual content.
Scenes may overlap and they may relate to a point in
time rather than having duration.Some of the metadata
sets are Setting Period, Annotation, Person, Organisa-
tion, Location, Shot, and Titles.

The combination of the above logical frameworks (pro-
duction, scene and clip) constitutes a powerful and shared
descriptive annotation model that has been adopted by man-
ufacturers of professional equipment over the whole work-
flow.

4 DMS-1 driven metadata model

This section is devoted to the description of the metadata
model that we present in this article. It introduces the con-
text that leaded the development of the DMS-1 driven meta-
data model. The understanding of this context will support
the reading of the following subsections that detail its im-
plementation.

4.1 Context of the model

The metadata model that we describe in this paper covers
just the passive component of a module that provides differ-
ent semantic services in a multimedia search and retrieval
system. This system has been developed in the RUSHES
project1[21].

As the reader may see in Fig. 1, the Metadata Model in-
teracts with different modules of the RUSHES system. Its
main role is the provision of any service required by those
modules that could imply the interaction with the seman-
tic model that we present here. For instance, some of these
services are related with the support for the automatic anno-
tation modules (e.g. ontology based reasoning, information
preservation), recommendation module, visualization tools
and others.

1RUSHES project(FP6-045189)website. http://www.rushes-
project.eu/
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Figure 1. General architecture of the RUSHES
system

The model itself has also been deeply influenced by the
fact that it had to be used to drive the information exchange
between the modules of the system according to the DMS-1
descriptive scheme.

In [21] the reader may find further information regarding
the RUSHES system, and in [16] a deeper explanation of
the metadata model module is available. As we have previ-
ously stated, in this paper we will only describe the passive
component of the module. As it will be clarified in the next
section, it is mainly built by merging different ontologies,
having a DMS-1 ontology as the master ontology.

4.2 Implementation of the model

In the RUSHES system, the model has been imple-
mented in OWL [9] using the Protégé OWL editor [14]. The
model itself was composed by three different ontologies. In
order to facilitate their maintenance the different ontologies
were kept as independent entities and imported by a simple
central ontology.

The three ontologies were related with different aspects
of the domain of the application. First of all an ontology that
descriptively modeled the multimedia items of the broad-
caster following the DMS-1 standard. The second ontology
was related with the domain covered by the content itself
(i.e. news, sports...). And finally, an ontology that covered
the descriptive and technical decomposition of the multime-
dia items.

4.2.1 Descriptive Metadata Scheme (DMS-1) Ontology

The motivation behind this ontology was to implement the
descriptive structure of the multimedia assets and the meta-

data about them. In Fig. 2 the reader may see a partial view
o our OWL implementation of the standard in RUSHES.

As has been stated before, the standard groups the an-
notations according to three logical entities: the production
perspective of the asset, the asset as a clip or continuous
essence element or element interval and, finally, the differ-
ent scenes or ”actions and events within individual parts of
the audiovisual content”. For each one of the scenes, dif-
ferent metadata sets of properties are defined. For each of
them, the cardinality and mandatory level are provided.

The sets of metadata and properties can be applied to
various frameworks (Production, Clip and Scene) and their
nature is diverse. For example the standard provides sets of
metadata about the titles of the asset, awards, events, infor-
mation about the device parameters, file, formats and rights
among many others.

Regarding the temporal decomposition, the ontology, ac-
cordingly to the standard, models also the concept ”Shot”.
This entity is related with some of the frameworks and al-
lows to define concrete annotations for a shot of any of the
essences of the asset (video, audio, and so on). For each of
the shot, the duration, start position, and description are pro-
vided. And if needed, keypoints or some extra annotations
can be attached to the shot.

In order to add the concrete metadata, the ontology mod-
els as a concept what the standard defines as the property
set named ”Annotation”. This concept is directly linked to
different thesauri. This makes the model a powerful tool to
capture the metadata for the different pieces of the asset.

4.2.2 Domain Ontology

In the RUSHES system, the domain of information was de-
fined by the raw content repository of the project. This
repository was created according to a concrete set of scenar-
ios defined by the broadcaster. These scenarios and the con-
tent were very related with the daily activity of the prepara-
tion of the news.

The ontology developed in the project was an extension
of a well known ontology about news: the LSCOM Lite
ontology proposed by Neo et al. [17]. The extension of
the ontology was driven by all the information that could be
detected by the analysis modules and by the thesauri that are
provided to the journalists in the manual annotation tool.

4.2.3 Low Level Ontology

In order to support the conduction of the information dur-
ing the analysis process, the MDM models the multimedia
assets from the video analysis theory perspective. There-
fore, the model has to represent the low-level features (his-
tograms, descriptors, etc.

Due to the current requirements of the RUSHES system,
our work only tackles the visual description of the content.
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In order to achieve this, the MDM incorporates an OWL im-
plementation of the detailed A/V profile (DAVP) proposed
in [2, 3].

Scene Framework
-Text Language Code
-Thesaurus Name
-Title
-Scene Number
-Original Spoken Language
-...

Production Framework
-Text Language Code
-Thesaurus Name
-Title
-Integration Indication
-Original Spoken Language
-...

Processing
-Quality Flag
-Graphic Usage type
-Logo Flag
-Process Steps
-...

Essence

Metadata Server Locator
-See Locators in MXF Format

Image Format
-Viewport Aspect Ratio
-Content Perceived Display Format
-...

Shot
-Text Language Code
-Start Position
-Duration
-Description
-...

Name-Value
-(See Name-Value Above)

Key Point
-Text Language Code
-Thesaurus Name
-Key Point Kind
-Key Point Position
-Key Point Value

Annotation
-Text Language Code
-Thesaurus Name
-Annotation Kind
-...

Cue Words
-Text Language Code
-In-cue Words
-Out-cue Words

Name-Value
-Item Name
-Item Value
-...

Classification
-Text Language Code
-Thesaurus Name
-Content Calssification

Clip Framework
-Text Language Code
-Thesaurus Name
-Title
-Clip Kind
-Clip Number
-Clip ID
-...

Titles
-Text Language Code
-Main Title
-Secondary Title
-...

Device Parameters
-Text Language Code
-Thesaurus Name
-Device Type
-Device Model
-...

Title
-(See Title Above)

Annotation
-(See Annotation Above)

Shot
-(See Shot Above)

Classification
-(See Classification Above)

Cue Words
-(See Cue Words Above)

Title
-(See Title Above)

Annotation
-(See Annotation Above)

Award
-Award Name
-Festival
-...

Classification
-(See Classification Above)

Cue Words
-(See Cue Words Above)

Setting Period
-Text Lenguage Code
-Thesaurus Name
-Setting Date & Time
-Time Period Keyword
-...

Name-Value
-(See Name-Value Above)

Name-Value
-(See Name-Value Above)

...

...

...

...

...

...

...

...

0..n

0..n

0..n

0..n 0..n 0..n

0..1

1..1

1..1

1..1

0..1

0..1

0..n0..n0..n

0..n
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0..n
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0..n 0..n

0..n 0..n
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0..1

0..1

Caption
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Link to other 
ontologies

Figure 2. Fragment of the implemented DMS-
1 ontology based on the aggregation relation

4.2.4 Merging of the ontologies

The mapping between the DMS-1 ontology and the domain
model has been realized by linking the dictionaries pro-
posed by the SMPTE 380:DMS-1 and the concepts of the
domain ontology.

The linkage of DAVP ontology with the DMS-1 ontol-
ogy, has been done through the temporal decomposition of
the profile, where the two ontologies intersect.

4.3 Benefits of the usage of the model

The presented model enables the following functionali-
ties in RUSHES.

DMS-1 driven information management This issue cov-
ers different parts of the workflow. For instance, the

system captures the DMS-1 metadata provided by the
Panasonic P2 cameras in a very straightforward and
information lossless way. Beside this, the information
exchange between the different modules is performed
following an XML schema compliant with the DMS-1
standard. The metadata model is able to export the se-
mantic information gathered in the ontology (including
the individuals) in a coherent way with that XML.

Information Conduction during the analysis process
The inclusion of the ontology that covers the visual
descriptors of the MPEG-7 allows the metadata model
component to ensure that the information related with
the different analysis modules is preserved. Beside
this, the model is able to play a key role during the
process of the content analysis, since it is able to
provide any module with any piece of information that
could have have been extracted by analysis module
already performed (i.e. list of keyframes provided by
the shot boundary detector).

Enabling the reasoning The inclusion of the domain on-
tology provides support for the information gathering
during the analysis process, which enables the ontol-
ogy based reasoning (e.g. the location of a shot with
the presence of a helicopter is classified as outdoor).

Supporting the manual enrichment The inclusion of the
domain ontology and its relation with the Thesauri of
the DMS-1 standard facilitates the employment of this
part of the model to support the manual annotation by
providing lists of recommendations to the user based
on the previous actions of other users. For some cases,
the annotation tool only allows some concrete values
for some information fields. The feeding of these drop-
down menus is also done by employing the domain
ontology.

5 Conclusions and future work

In this paper we have presented the semantic model
implemented in the metadata model component of the
RUSHES system. After explaining the motivation of the
model, its implementation and the main benefits of that im-
plementation have been described. As stated in [16], the
component that relies on this model is able to provide all the
semantic services required by the RUSHES system, which
indexes, search and retrieve raw material.

We have also explained how the model is mainly driven
by a industrial standard, presenting, to our knowledge, the
first partial OWL implementation of a DMS-1 ontology.

Regarding the future work, the OWL DMS-1 ontology is
not complete, since some parts of the standard that were out
of the scope of RUSHES (e.g. management of the rights
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from exploitation point of view) were not implemented.
Due to this, the next main steps are to complete the DMS-1
ontology and make it public.
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