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Abstract—In this paper we present a low-cost system basedovers

on computer vision algorithms, which automaticaligpects
blow-molded plastic tubes used as outer coveraoflampers.
The small size of the typical defects, the darkocand the
specular reflection of this kind of black plastiar{s makes the
automation of this process a challenging task. Goests are
becoming more exigent and they can even rejecbhitithes of
thousands of pieces only because of some non-galples
(e.g., a limit of 10 defective tubes per milliortherefore a
correct quality checking is very important for canges. There
are several standard industrial solutions desigfmd the

automatic inspection of several kinds of piecesrmitfor these
specific tubes. The proposed computer vision metbioighins

the tube surface aspect from the deformed
projections observed by an uncalibrated camera,icgemntifies

defects by comparing its shape with respect tmtieeexpected.
Experimental results show the suitability of theteyn to detect
holes, burrs and deformations of these tubes, imipgothe

quality checking process at a low cost.

Keywords—Computer Vision, Defect Detection, Plastic

Tube, Quality Inspection.

|I. INTRODUCTION

lasembea

1). Once this has an adequate length, the two pald m
it and compressed air is injected inside.
Consequently, the parison expands to occupy tlesidant

of the mold and then it cools down to get its form.
Finally, a set of rotating blades cut the piecehwiie
desired length and the mold opens up to let the fab
down with its definitive shape (right imagef§. 1).

Fig. 1 On the left, a plasti parison falling beénehe mold’s
two parts, and on the right, the REINER blowing maetfor
tubes used as outer covers of car dampers [17].

As it can be seen iRig. 2, the typical failures of these

HERE are several solutions for the aUtOmat'ctubes can be small and difficult to be quickly dé&te.

inspection of industrial pieces [1], but there it n
still a satisfactory one for the inspection of blowlded
plastic tubes due to their shape, color and theirgtss of
their surface. Therefore, the inspection of thiadkiof
pieces is usually done by operators that pracjicahnot
do anything else. They have to take the tubes@lsased
from the blowing machine, visually verify their diiya
and reject those with non-admissible failures.

These pieces are built in the following way: fiystihe
cast polymer emerges from a pipe and falls fornang
extruded hollow profile called parison (left imagEFig.
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Apart from being a cumbersome task for humanss it i
prone to errors: the operator may not do the wainy
the same attention for hours and it is usual tostehe
failures pass through [2]. The problem is thatntBeare
becoming more exigent and, in occasions, they tréjgic
batches of thousands of tubes due to a reducedarushb
non-valid pieces (e.g., a limit of 10 defective pellion),
which can lead to economic and logistic breakthhsutp
manufacturing companies.

The typical approach to determine if a piece igexy
in Industry, is to obtain its 3D reconstruction athen
compare it with respect to a canonical shape, which
usually corresponds to the CAD model of its design.
There are several techniques to reconstruct the3i2a
shape of objects for further quality inspectiony. estereo
vision [3]-[5], Time-of-Flight (ToF) [6], digital ringe
projection [7], space-time stereo [8] or structutight
approaches (see [9] for a review), which includeset
based solutions [10], binary encoding [11]-[13]¢eding
by means of multiple grey-level values [14][15] abé
Bruijn sequences based methods [16].



Fig. 2 From left to right and top to bottom: a defied tube, a hole, a burr and diverse defective cut

However, these techniques are not the most suitable allows the inspection of large cast machined sedac
reconstruct these tubes for detecting failureshemt fast without movement of the component, sensor or
enough to increase the productivity of the qualityillumination system during acquisition of an ima&mith
assurance process. The dark color of the matendl aand Smith [22] described an approach for two- dmee-
specular reflection of their surface prevent touslze dimensional surface data capture from moving segac
clearly their projections in 2D images and therefor based upon an evolution of the existing photometric
invalidate the techniques based on directionastereo technique. Later on, Faraetapl. [23] adapted and
illumination or light patterns. On the other harideir = extended these concepts for the high speed inspecti
tubular shape makes it difficult to obtain the 3Dceramic tiles. Pernkopf and O'Leary [24] preseraed
reconstruction quickly as many high resolutiontwated adaptive threshold selection algorithm for image
views are needed to obtain a good enough quality teegmentation, usable for the inspection of bearoilg,

detect small failures. where the surface reflectance properties are mddeid
In this work we show how to build a low-cost systemverified with optical experiments.
based on computer vision algorithms to reconstthoet In order to attain a more generality on X-ray irdjmn

shape of the surface of this kind of tubes, witbcpsion systems for non-destructive testing, Herad al. [25]
using an uncalibrated camera and a laser beam. Thshowed how a flexible automatic defect recognition
system allows detecting deformations, holes andsbam  system can be achieved using software buildingkisiéc
them, at a high speed using existing computingasvi cope with all the different requirements and densand
Experimental results with tubes from REINER [1How In the case of tubes similar to those studied is th
the suitability of the proposed system and mettiodthe  paper, Picoret al. patented a solution, described in [26],
automation of these tasks, improving in this wag th which achieves the inspection of each extreme side
productivity of blow-molded tube quality controlqmess.  metal tubes with a rotating scanner, usable foeaiy
failures such as defective cuts or deformationshse
[I. RELATED WORK tube regions. Nevertheless, we demonstrate inpéer

There exist specific solutions for the reconstarctof  that it is not really necessary to perform the cempask
industrial pieces and the detection of failurestoem, Of calibrating the views in order to detect defotioms,
depending on the type of piece, material, and/deate holes and burrs on the surface of blow-molded tubes
For instance, Biegelbauer and M. Vincze [18] focuse
their work on bore surface inspection using a rico8D Il TUBE SHAPE RECONSTRUCTION
vision-guided system that can deal with small and Blow-molded tubes can be reconstructed using a
medium lot sizes. Beyerer [19] explained key idé&as standard 3D scanner. However, apart from beingne-ti
the automated visual inspection for core shops andonsuming task which would certainly lower the
foundries, and remarked the importance of sopligtt productivity of the checking process, it is not a
illumination techniques and elaborated optical frends satisfactory method to find holes and burrs orFig. 3
for such task. Bonnot [20] aimed his efforts ateddhg shows an example of the 3D scanning of one of these
scratch and lack of machining defects on metallidubes. It can be seen that even if the mesh hagha h
industrial parts with streaked surface, and useditf@ enough density in order to model correctly holes not
trained classification, created with well known ibgd  capable of doing it (the hole’s position is markeded).
objects of each class. Budd [21] patented a soiutiat The distance between obtained surface verticemadiey



than the hole but, due to the small hole size aeddark profile from an oblique point of view (top image Bif).
color of the tube, the system is not able to digtish 5). The differences between both set-ups are tlivel
between the hole and the surface at that placehande distances of the components and that in one of tiiem

some surface mesh vertices that do nadube rotates around its axis while in the other tiltee
moves along it. Additionally, in the case of thentslating

set-up, as it is necessary to verify the whole aaf
further cameras and laser beams, or various passédd

be required.
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correspond to the tube’s real shape.

Tube Tube
Q
RS Platform ™~
| Y ' 2
1 b R
50 cm > 60 cm | T
: \\‘ ' AN
EQE“J--% __999@__%
: Laser Camera Laser Camera
Fig. 3 An example of how a standard 3D scanner aaetect \
a hole even if the point cloud density is high egtou

On the other hand, it can be seeffitn 4 how a burr is
modeled as a hole in the mesh. This happens betiaise ( \/ \
system is not capable of modeling the abrupt laser
deformation at that place with precision. It wolld a
good way of detecting burrs, but it is not in tlogse
because, as it can be observed in the image, hpfeesar
in the mesh even where there are no actual holbsiros
in the real object. Moreover, there are also sothero
small and isolated mesh regions “in the air” whitiould
not be there. All these scanning errors occur bexa
the difficulty that the scanner has with the spacand

dark surface of this kind of tubes.

e

s

v

SIS

SE S
SSSCOOOe

e,

=
TSRS

e
SIS

e

SIS

<

S

§
s

g
i
5
5]
§‘
i

Fig. 4 An example of how a 3D scanner models a asia hole. Fig. 5 From top to bottom: the translating and tingatube
system outlines, the observed laser profiles, aadbtained

The quality of this 3D reconstruction could havere tube shape reconstructions for both systems.

improved if we would have applied on the tubes ia th

matt and light liquid (or spray) to turn them irddfuse
reflectors, but this is not suitable for our pumposf  shown inFig. 6. The first task to be done is to segment the

automating the failure detection process at a lost.c line the laser projects from the images. This casilg be
Instead of using this approach, we propose twaesyst done if no ambient light is used at all, as higaygevel

layouts to reconstruct the tube shapes. Both ar@osed values directly correspond to those of the lasamnbeOn

of a linear laser beam perpendicular to the pieegls the contrary, the red color channel would be usethf

and a camera that observes the resulting laseeqtimj ~RGB images in the same way.

The procedure to reconstruct tube surface shapes is



Refer XY
coordinates of
pixels respect to
profile’s extreme
left corner

Calculate meanY Subtract next

value of N previous and previous
and next [ meanY values
neighboring pixels and divide by 2

Input image

Estimate first

derivative of

* profile and store

itin a grey-level
slice

Normalize
obtained grey-
level values of
slice

Add slice to
reconstructed
image

/

Fig. 6 Tube shape reconstruction diagram.

Next, the first derivative of the laser profile is are detected looking for contours in the red chbahthe
estimated and stored in a grey-level values sliterder image, and their area is used in order to rejecllsrad
to obtain a smooth profile the following three stegre  regions, which are not real holes, like those pceduby

applied:

the laser being occluded by the embossed letters or

1. The XY coordinates of the laser pixels are referrecsymbols (see the reconstruction results at theobotif

with respect to that of its extreme left one.

Fig. 5. Once a red cluster with a considerable area is

2. For each pixel, the mearivalue of theN previous found in the reconstructed image, it is labeledhwat
("*Yprey) and also the meavivalue of the nexN  message alerting to its presence. This algorithmksvim
neighboring pixels"t?V,,) to the current one are the same way in the translating and rotating set-ipt in
obtained. In our tests we have Bet 5, but in the the former the resolution of the camera may be

extremes, only those available are used.

concentrated in a smaller area of the tube, so #&ven

3. Finally, ™*¥,ex is subtracted with"**V,., and the smallest holes can be detected.
result is divided by the difference between the The burr automatic detection algorithm is very &ami
previous and the next pix&lpositions, i.e., by 2. to that of the holes (both procedures are showfign?).
Afterwards, the grey-level values of the resultslige In the rotating system the burrs produce an ocotusif
are normalized to improve the visualization qualifhis the laser big enough to be detected as holes. The
is done by rescaling the grey-level values alwaik the  difference with respect to these comes from thieaps
same scaling factor for all slices obtained throtigte.  and position, as burrs usually appear as elondaikss in
This value is determined experimentally by the u$éis  the tube extremes. In principle, both burrs ané$cbuld
must be done because there can be negative deewati be simply labeled as “defects”, but distinguishing
while the final grey-level values must always besipee  explicitly between holes and burrs is interestirg f
or zero. Therefore, negative derivatives will cepend  statistics analyses and system parameters adjustmen
to lower grey-level values. And finally, the obtaihslice

is added to the image that will conform throughetithe

tube profile.

The final reconstruction speed of the whole system —
depends on several factors, such as the camera’s
framerate, resolution, field of view, the tube’s tion ‘J L
relative to the view, the tube’s size, the laseanhe N
characteristics, the CPU speed, the RAM memory, the
programming language, etc., whose relations are not components
studied in this work, but it can be stated thatpheposed —
algorithm is not computationally expensive for tifé-
shelf equipment and that it leads to real-time #eates. ‘J L

N

IV. TuBE DEFECTDETECTION

Using our reconstruction approach the detection of

Mark slice
discontinuities in red

Detect red blobs
through connected

Check blob size and
spatial ratio

holes is straightforward because the laser beathain

position is not reflected in the camera. The piadishe
slice where the laser is not detected are markethen
reconstruction image as red pixels. Hence, consecut (trans. and rot.) (only rotation)
slices presenting a hole form a red blob or cormatkct

Hole Burr

component in the reconstruction image. Thus, théstes Fig. 7 Hole and burr detection procedure.



The deformations or bulges are detected with thas soon as failures are detected on them.
rotating system analyzing the curvature of therlasefile
over the straight parts of the tube (Fig. 8). Thafife of a
correct tube is presented as a straight line. G. th
contrary, when a deformation appears, the profitent a
curve. This way the profile pixels located out bkt
straight line are marked as blue pixels in the
reconstruction image. Therefore, consecutive sliced
presenting a deformation form a blue blob or cotewc
component in the reconstruction image.

Trace a straight line
from first to last pixel
in straight regions

1

N
Measure distances of
pixels to straight line

1
wV
Mark in blue pixels

that transgress a
threshold

Fig. 9 Hole automatic detection.

Fig. 8 Deformation detection procedure.

Fig. 10 Burr automatic detection.

V. EXPERIMENTAL RESULTS

The middle and bottom images Bify. 5 show samples
of observed laser profiles and resulting reconstos
for both translating and rotating tube systems.kBar
grey-level values correspond to those in which the
derivatives have lower values, while brighter tgHar
values, and therefore the reliefs of the tube serfaan be
appreciated. Moreover, it can be seen that thd
reconstructions have good enough quality even tmipe
reading the numbers engraved by the mold on the tub

In Figures 9-11 three samples containing holesyra b
and deformations on reconstructed tube shape$avens
It can be observed how the holes and burrs aredtyr
labeled, and the deformed regions are highlightethb
system. The shape of the shadow projected by the bu VI,
during the reconstruction is marked in red (Fig), 1Be
same as the shapes of the holes (Fig. 9), whiclespond
to those instants in which the laser beam pro§ilécut”
while the tubes are being moved. It can also berks
how the aspect ratio of holes and burrs has a iexthbr
difference so that both types of defects can bélyeas
distinguished from one another.

Finally, it can be observed that there are big ghou needed at all. . .
areas marked in blue in Fig. 11, which correspomd t !N Poth systems the laser beam is set perpenditular
those regions in which the difference between théhe tube’s axis, and the camera that observesthting

expected shape and the measured one transgress r is set from another point of view but n Bml_ne
threshold. This piece can thus be considered atilef plgne._ In one of the layouts the tube rotate_s atdsnaxis
and consequently be rejected from the productios lit wh|Ie_ in the other the FUbe moves along it Botlst"em
must be remarked that these detections are obtaihiel _conﬂguratlons can .be integrated n a manufa_ctuhnmg
the piece is being scanned, so it is not reallyessary to N order to automatically check the pieces quality.
scan them completely and defective tubes can leetes Firstly, the laser beam profile is segmented, thien

Fig. 11 Deformation automatic detection (markedlire).

CONCLUSION

Two system set-ups have been proposed in this work
for low-cost automatic defect detection in blow-oexd
tubes used as outer cover of car dampers [17].cohe
of both systems only requires an uncalibrated caraad
a laser beam for the visual analysis of the lasanb
projection shape on the tubes. No ambient illunmais



shape’s smooth derivative is obtained, and finéllis
rescaled to show the reconstructions as grey-leneges.
Those regions where the laser beam is not refleated
labeled as holes or burrs, depending on their iposiind
shape. Deformations are detected in the rotatirstesy
by comparing the curvature of the laser profile rothe
straight parts of the tube with respect to straligles.

Experimental results show the suitability of the
proposed method to detect the mentioned defectie whi
tubes are being scanned. The presented procedul@ co
be integrated with the solution proposed by Piebral.
[26], to inspect the extreme sides of the tubes.
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