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Abstract. This paper presents the research steps that legvertecessaries for
creating a mixed reality prototype called PUPPEfe Prototype provides a 3D
virtual presenter that is immersed in a real TVhse® and can be driven by an
actor in real time. In this way it can interacthwieal presenters and/or public.
The key modules of this prototype improve the stdtthe-art about these
systems in four different aspects: real time mamage of high-realistic 3D
characters, animations generated automatically fractor's speech, less
equipment needs, and flexibility in the real/viftuategration. The paper
describes the architecture and main modules ghrthietype.
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1 I ntroduction

The television is a world where technologies wibme level of maturity are sooner
or later applied. And 3D computer graphics arearexception. In fact, 3D virtual
images have been appearing together with real doemg the last years. For
example, they are very common in some weather tepor

In 2006, an Australian TV channel (Channel Ten) twenstep forward and
broadcasted a talk-show called ‘David Tench Tongjtaw’, which was conducted by
a 3D virtual character. This character performeerinews to real people, being a
mixed reality system shown on live [1].

Its conceptual way of working was very simple. Aalrector drove the virtual
presenter in real time. He's voice caused a symihed animation of the virtual
presenter’s lips and he drove the corporal animatinsy means of a motion capture
system. The company behind it was Animal Logic.

Although the show was cancelled some months latems initially successful, being
one of the 10 most watched programs in Austfalia

! Statistics from eBroadcast:
http://www.ebroadcast.com.au/enews/Third_Time_Ludey Seven_180806.html
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Nowadays, the interest on this kind of mixed rgadipplications for TV continues.

For example, companies like Nazooka have createccl¥dacters that have been
broadcasted in different TV programi mixed reality and it focus its business
model in these kind of technology [2].

However, the applicability of 3D real-time virtuptesenters to the TV environment
presents some lacks yet. Although most of theskslace not appreciated by the
audience, they imply costs that could be reduced, iaterfaces that are not very
comfortable for the actors. Concretely, some ofrtfzén lacks are:

— Character flexibility. Companies provide the whdgstem, including the
character modeling. Costs would be considerablyaed if TV producers could
(re)use characters not created exclusively formhed reality system.

— Actor’'s comfort. Some of current applications requihe actor wear a motion
capture system or s/he needs to memorize and lannedal time a lot of facial
and corporal animationga joysticks or keyboards.

— Equipment needs. Apart from the possible motiontuwrapsystem need, some
applications require a chroma system for creatirggrhixed reality. It implies
space, high cost equipment and time for settinthaplV program.

— Mixed reality flexibility. Real cameras are usuafiyed when the 3D virtual
presenter appears. Cameramen cannot make zoomangeltameras while
virtual character is on-screen. Being ablglay with camera parameters would
increase the mixed reality illusion.

This work presents a research project, called PUPRIEDSe requisites on the whole
improve current state-of-the-art on these applicesti The initial prototype developed
solves the lacks explained above and so, it previaldow-cost and very flexible
solution.

Sections below explain the TV virtual presentertgiype in detail, going into
development related research lines in depth. Suiose2 present the state-of-the-art
about systems related with this prototype and secdi explains briefly our system
architecture. Sections 4, 5 and 6 explain the nmodules that solve the lacks
mentioned above: section 4, the animation engiae ghovides character flexibility;
section 5, the audio analyzer that improves theracicomfort and section 6 the
mixing module that reduces the equipment needs iamtoves the real/virtual
flexibility. Finally, section 7 explains the redaly prototype tests and section 8
presents the conclusions and future work.

2 State of the Art

The prototype that is presented in this articleolags several research fields like
mixed reality, real time animation, speech techgials, etc.

Probably the applications that mix these fieldstlie most related way to this
prototype are the works of Nazooka [2] and the BaViench Tonight show,

developed by Animal Logic [1].
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Nazooka presents some nice developments, howewsy present limitations
regarding the change of camera parameters. Thitdszamera remains fixed while
the virtual presenter is visible.

On the other hand, David Tench Tonight was inifialsuccessful TV program both
from technological and audience level points ofwielowever, the actor had to use a
motion capture system for reproducing all his/hevements in real time. It implied a
complex setup and high hardware costs.

There is not many companies and prototypes fortiageahe mixed reality on TV,
however, mixed reality applications are used inesaivfields such as marketing [3],
leisure [4], medicine [5], learning [6], etc.

In this way, techniques for obtaining realistic mix between virtual and real world
has been widely studied:

— Lighting, for achieving the shadows of virtual otife over the real world and
vice versa. Methods likeshadow mapping [7] or shadow volumes [8] are used
frequently.

— Occlusions, for calculating virtual world elemewotscluding real ones andce
versa. Different models like a 3D representation of teal world [8], stereo
vision-based depth maps [9] or multi-camera 3D metoiction [10] are used.
Each of them has their advantages and disadvantages

Regarding speech driven animations, most of theique works are related to the lip
synchronization and coarticulation. Phonemes aimlyas to transform the speech
into phonetic sounds [11] and map them to viserttes isual representation of each
phoneme). However, most of them concerns Engligh 1B]. On the other hand,
some approaches have been done for the generdtimmeverbal facial expressions
from speech. For example, works in [14, 15] gemeraéad movements from
fundamental frequency and real time speech drieeralf animation is addressed in
[16]. However, obtaining a coherent and realistioveation is a state-of-the-art field
of research yet.

3 System Overview
The PUPPET prototype system architecture is dedidoe achieving independence

among concrete input devices and the animatiomared reality modules. In Fig. 1,
the conceptual schema of the architecture is pteden
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Fig. 1. Simplified architecture schema

Basically, the input devices are on the one haednticrophone, command devices
like keyboards, joysticks, data glovesand, on the other hand, the cameras of the TV
studio.

Microphone input, that is, the voice signal, is mged by théAudio Analyzer module.
Command devices inputs are retrieved byGbemand Manager. It is an abstraction
layer that avoids device-related dependences iAtimation Engine.

The Animation Engine creates the 3D virtual scene that is sent tdPsitioning and
Mixing Module. This module creates the visually correct mixirgween the virtual
scene and the real image, taking into account gealera changes. Sections below
detail the technical aspects about the modulesrtibve the current systems’ lacks.
They are:

— The Audio Analyzer, which provides not only the analysis for synclizorg the
real speech with the virtual presenter lips, botaleanimations and expressions
too.

— The Animation Engine, which is able to load characters created by medns
commercial tools like Maya or Poser and animatenttierough standard BVH
files.

— The Positioning and Mixing Module, which receives the virtual scene and the
real camera parameters in real time and createbexent real/virtual mixing.
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4  Audio Analyzer

The Audio Analyzer provides the synchronizationvn the actor’s voice and the
avatar lips as well as some facial expressionsaairdations.

The analyzer captures the speech signal from tpatinsing a microphone and
identifies the appropriate phonemes. As phonemesegiognized, they are mapped to
their corresponding visemes. In a parallel procé®sspeech signal is processed by a
pitch and energy tracking algorithm, in order t@lgre its behavior and decide non-
verbal facial movements. The virtual characterhient animated in real time and
synchronized with the speaker’s voice. Therefdne, speech analyzer developed in
this paper consists of four main sub-modules:

— The phoneme recognition system (described in thesudbsection).

— The pitch/energy tracking sub-module (describedthia Error! Reference
sour ce not found. subsection).

— The sub-module that sends the input audio to tbegmtion system and to the
pitch/energy tracking algorithm in real-time. Tovd®p this interface we used
the ATK API [17].

— The communication interface between the speechicapipin and the animation
platform that was developed with sockets, basethenTCP/IP communication
protocol. Through this module we fed the animatiwodule with the recognized
unit and facial movements for realistic animation.

Using this module the actor has not to be worriedué the facial animation of the
virtual presenter. All the aspects including ligeehronization and facial expressions
will be automatically and coherently launched by pinototype when s/he speaks.

4.1  Real-Time Phoneme Recognition System

The main goal of this sub-module is to obtain thigable data to animate the lips of
the virtual character in real time. To obtain thdata, we trained a triphoneme model
using HTK Toolkit [18]. The corpus used for traigiand testing was Albayzin [19],
a phonetic database focused to the developmengaidation of speech recognition
and processing systems. It consists of 6800 sesdgeziod 204 speakers. We divided
this corpus in two data sets, training (4800 reicys) and test (2000 recordings). All
of them are in WAV format (16 kHz/ 16bits/ mono)hd feature extraction was
performed over 25 ms segments every 10 ms. Themgdrization of the speech
signal was based on MFCCs, delta and delta-dek#icients. The Spanish version
of SAMPA was used as phoneme set for the recogniklis set contained 29
phonemes plus the silence and short pause ongzhdrtédme models were created,
which consisted of non-emitting start and end stated three emitting states (except
from the short pause model) using Gaussian deffisitgtions, whose number of
components was increased until no further recagmitnprovements were observed.
The states are connected left-to-right with no skifhe models were trained
iteratively using the embedded Baum-Welch re-egtonaand the Viterbi alignment,
while the resulting was tested using a Viterbi dkroAlgorithm results are resumed
in Table 1.
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Training Testing
Correctly Words | Word Accuracy | Correctly Words | Word Accuracy
90.41 % 84.20 % 81.18 % 71.23%
Table 1. Experimental results (phoneme recognition rate)

4.2  Pitch/Energy Tracking Sub-module

The recognized phonemes are mapped in real-tintleeio corresponding visemes in
order to make the lip-synchronization process. Tihishe first step for the facial

animation, which has been enriched using prosodformation of speech. A

statistical model adapted to current speaker iateceduring the first steps of the
recognition, based on the fundamental frequencict{piand energy of the speech
signal, in addition to some related statistics. @xding to the values given in real-
time by both pitch and energy trackers, some faar@mations are shot, mainly
related to the head and eyebrows up and down maowelssed eyes and mouth more
or less expressively movements.

i 4

Fig. 2. Several facial expressions automatically generfrted the actor’s voice

5 Animation Engine

The animation engine has been designed in ordebtain high-quality real time
animations and at the same time, be able to loatl amimate characters not
exclusively created for the PUPPET system.

The animation engine is divided on two main moduthe facial animation engine
and the body animation engine.

— The facial animation engine uses advanced morphéaupniques [20] for
generating a high quality animation in real timéhisTis a technique quite
extended and it creates the resulting animation nigans of the linear
interpolation among a set of predefined key facBse animation engine
includes an optimization for avoiding tests amoegtices that are equal and it
improves the computational cost in this way.

— The body animation engine implements a set of tecies whose objective is to
achieve realistic movements with a low computatiooast. For obtaining
realistic movements the engine supports the loadingnimations created by
professional animators. They are loaded in theegydty means of BVH files
[21], a semi-standard format to which almost allmoeercial modeling
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applications are able to export. And, moreovendtudes a set of optimizations
that achieve their execution in real time in a dead desktop computer.

The animation is based on smooth skinning techsiqlibat is, the vertices of
the geometry (or geometries) that conforms thaiairpresenter are affected by
a virtual skeleton. Transformations over this skaieinfluence each vertex
taking into account weights assigned to this verfdms weights provides a way
for avoidingcracks in the geometry and achieving smooth deformations.

The conceptual equation for the animation is:

Vi=V+W*M, *y;
Wherey, is the resulting vertex; is the vertex with the previous transformations
in the hierarchy,w; is the asigned weightM, is the rotation matrix
corresponding to current node ands the vertex in its initial position.

For having no dependences regarding specific muoglétirmats a separation has been
established between the geometrical and the snst@thing information.

— Geometrical information. The 3D character can badéw in any common
geometrical format (3ds, obj, vrml, etc.)

— Smooth skinning information. A new file format, leml SHF (Simple
Hierarchical Format), has been designed for staifiegskeleton and weighting
information (Fig. 3). A plugin for Maya [22] to SHRas been developed. It
allows designers to obtain this information frony taya modeled character.
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Fig. 3. SHF format file description

The animation engine relates both files in executime and applies the BVH and
morphing animations over them. In this way smoatfotmations and high-realistic
animations are obtained in real time over any w@irtaharacter designed with a
standard modeling tool.
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6  Postioning and Mixing Module

The Positioning and Mixing Module is designed foeating the mixed reality in a
coherent way, without need of physical chroma sgster similar. It works in the
opposite way than chroma systems. The virtual pteséackground is one uniform
color and the real scene replaces directly thatrcol

Moreover, since our application will be used iretésion, it would be useful to allow
the cameras to translate and zoom. Then, the camalide able to follow either the
real presenters or the virtual characters and getra detailed view of them, without
losing synchronization between real world and attuorlds.

The camera is motorized and can be handled remdiéilyr a remote control three
parameters of the camera can be changed: paniorotaith respect to the vertical
axis; tilt, rotation that makes the camera lookand down and zoom.

The robot that moves the camera is connected Wwitltomputer through a serial port
and transmits the values of the parameters todhepater in real-time. The animation
engine receives those values and with simple lirtemmsformations parameters’
values in degrees are calculated and transferrdteirtual camera.

In conclusion, the real camera is controlled remyotieut the virtual objects change
their position in the screen coherently becausthefinformation traffic between the
real and the virtual camera. Fig. 4 shows someesstets changing the camera
parameters

Fig. 4. Playing with the real camera parameters: changasamslation and zoom
(chroma system is not necessary; it is just foiirigaa clean background. Virtual
character’s chair is real, non virtual)
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7 PUPPET Prototype Tests

Modules described before conforms the PUPPET prp¢otit has been tested by
professional actors and staff from a Basque TV pctdn company. They all agreed
that the system is easy to use and avoids limitatand lacks found in the state-of-
the-art.

The system has been tested in a standard desktapdP@sing virtual characters from
different sources. Concretely, along this papeg. R shows some screenshots
detailing the speech-based facial animation. Theali character has been obtained
from the Poser commercial tool [23].

Fig 4. showed changes in the parameters of thecegakra, concretely translations
and zooms, and the coherence between the virtaatesl images. In this case, the
virtual presenter, that is a caricature of Baraka®@a, had been designed by a
professional modeling company.

8 Conclusions and Future Work

This paper presents a prototype that provides aiiDal presenter that is immersed
in a real TV scenario. It can be driven by an aatoreal time and interact with real
presenters and/or public.

The prototype solves some lacks existing in stétheart similar developments.
Concretely:

— Character flexibility. There is no need to modeihaations or virtual characters
specifically for their use in the mixed reality fitam. The platform supports
standard file formats for animating the characted @a new file format that
supports the smooth skinning data store has besigrabal.

— Actor's comfort. The platform has been designed dwoiding needs about
motion capture systems. It can be used just witliciophone and usual devices
like keyboards or joysticks. Speech signal is usedutomate not only the lip
animation but some facial animations too.

— Equipment needs. There is no need to use chrontansysor similar. The
computer creates the real/virtual mix directly.

— Mixed reality flexibility. Almost all current platirms that do not use chroma
systems need to fix the camera, without moving. Praform of this work
allows the cameraman to change the camera parariet®m, movements...)
in real time.

Next steps are to include lighting and occlusiarhtéques that improve the realism
and possibilities of the virtual presenter.
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