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Abstract

Personalised Electronic Tourist Guides (PETs) are mobile hand-held devices able to create tourist routes matching tourists’ preferences. Transportation information has been identified as one of the most appreciated functionalities of a PET. We model the tourist planning problem, integrating public transportation, as the Time-Dependent Team Orienteering Problem with Time Windows (TD-TOPTW) in order to allow PETs to create personalised tourist routes in real-time. We develop and compare two different approaches to solve the TD-TOPTW. Experimental results for the city of San Sebastian show that both approaches are able to obtain routes in real-time.
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1. Introduction

Many tourists enter a Local Tourist Office (LTO) to look for information about the destination they are visiting. They want to compose a trip based
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on their personal interests and up-to-date Point of Interest (POI) information. The problem a tourist faces is to decide which POIs to visit or to filter and select what activities to do (Brown and Chalmers, 2003). The next step is to time-sequence these POIs or activities and to decide how to move from one POI to the following. The LTO staff helps the tourists with this time consuming task, categorising their profile and interests (cultural, romantic, science, etc.) and determining their restrictions (time, money, etc.). Combining this information with their knowledge about local POIs (prices, timetables, etc.), the staff suggests a personalised route to the tourists.

Obviously, this route does not take into account new circumstances that may occur during the visit, such as spending more time than expected at a POI. In such cases, tourists can try to update their personal route based on the information available or follow the more obvious tourist paths.

A Personalised Electronic Tourist Guide (PET), which is a mobile handheld device, can perform at least the same task that is now fulfilled by the LTO staff: it should create personalised routes that maximise the tourists’ satisfaction, taking into account several restrictions, such as opening hours, duration of the visits, entrance fees and travel distances. Since tourists do not expect to wait minutes to receive a new route, a PET should provide an integrated solution for POI selection and route planning that adapts to new circumstances in real-time. Furthermore, transportation information should be integrated, since that is identified as one of the most appreciated functionalities of a PET (Beer et al., 2007; Schmidt-Belz et al., 2003; Stroobants, 2006).

The requirements of the optimisation problem a PET has to solve, can be modelled by the Tourist Trip Design Problem (TTDP) (Souffriau et al., 2008; Garcia et al., 2009; Vansteenwegen et al., 2009b). The Orienteering Problem (OP), is the simplest version of the TTDP. In the OP (Tsiligirides, 1984), several POIs with an associated score can be visited in order to obtain a total trip score. A tourist can visit each POI only once. The objective is to select (and order) the set of POIs that maximise the total trip score without violating a given time restriction. The Team Orienteering Problem with Time Windows (TOPTW) has been successfully used to model the optimisation problem of a PET, without the integration of public transportation (Vansteenwegen et al., 2011b, 2009a).

In this paper, we present a new extension of the OP that allows integrating the use of public transportation by the PET: the Time-Dependent Team Orienteering Problem with Time Windows (TD-TOPTW). A typical TD-
TOPTW will contain a number of POIs with a fixed location, opening hours (time windows) and a given score. Movements between POIs can be done on foot or by using public transportation. The public transportation network consists of a number of fixed stops and different lines between these stops, each with a given frequency.

In the OP and TOPTW, the travel time between the POIs is fixed. In the TD-TOPTW, the travel time between POIs will vary, because a tourist can choose between walking and using public transportation. Furthermore, the waiting time for a public service depends on the moment the tourist arrives at the boarding point. Thus, the travel time between two POIs depends on the leave time of the first POI and the transportation mode. This changing travel time significantly increases the difficulty of the problem, especially since computations have to be done in real-time.

We present and compare two different approaches to solve the TD-TOPTW. Both algorithms are applied on a set of test instances based on real data for the city of San Sebastian. The main contribution of this research is that we developed two approaches that solve the TD-TOPTW in real-time.

This paper is organised as follows. In the next section, we review existing literature. In Section 3 we describe the structure of the algorithm used to solve the TD-TOPTW. In Section 4 and 5, we introduce two different approaches to tackle routing problems with a public transportation network. In Section 6 we indicate the configuration of some algorithm parameters. In Section 7, we show the experimental results. Conclusions and further work are discussed in Section 8.

2. State-of-the-art

This section briefly reviews the state of the art of personalised tourist guides, the orienteering problem and planning applications for public transportation.

As power capabilities, network technologies and portability of mobile devices have improved, several applications aiming at creating electronic tourist guides have been developed. They have been called Mobile Tourist Guides (MTG), Personal Navigation Systems for tourism (PNS), Electronic Tourist Guides (ETG) or Personalised Electronic Tourist Guides (PET). Vansteenwegen (2008) presents an extensive review of existing PETs. However, none of these guides apply advanced heuristics to solve the planning problem nor integrate the use of public transportation. Dynamic Tour Guide (Kramer
et al., 2007) is the most advanced and mature PET found in the literature. Although it created and recalculated routes in real-time (less than five seconds), the routing algorithm was very simple and it had important restrictions: it could only create proper solutions for one day routes and a small number of POIs. A PNS called P-Tour (Maruyama et al., 2004) applied a genetic algorithm to calculate routes. Nevertheless, tourists had to manually enter the POIs they wanted to visit with their details (visiting time, duration and value). Moreover, the system needed nearly ten seconds to obtain a route for just twelve POIs. Again, no public transportation was taken into account. Zenker et al. (2009) presented ROSE, a mobile application assisting pedestrians to find preferred events and comfortable public transport connections composed by three main services: recommendation, route generation and navigation. They identified the route planning problem to solve and they described it as a multiple destination recommendation with public transportation and time windows. This is the same problem as the TD-TOPTW. However, they did not find any algorithm able to solve it.

The simplest version of the TD-TOPTW is the OP (Tsiligirides, 1984). Its generalisation to a multiple-day trip is known as the Team Orienteering Problem (TOP). Vansteenwegen et al. (2011a) present an extensive review of these problems, solution algorithms and applications. When POIs have an associated time window, the problem is called TOP with Time Windows (TOPTW) (Savelsbergh, 1985). Righini and Salani (2009) applied bi-directional dynamic programming to solve the Orienteering Problem with Time Windows (OPTW) instances to optimality. Regarding the TOPTW, Tricoire et al. (2010) presented a variable neighbourhood search algorithm for a generalisation of the TOPTW called Multi Period OP with Multiple Time Windows (MuPOPTW). Vansteenwegen et al. (2009a) developed an efficient metaheuristic to solve the TOPTW. Montemanni and Gambardella (2009) proposed using ant colony systems for the TOPTW. Interested readers can find a thorough revision of literature about OPTW and TOPTW in these papers.

Fomin and Lingas (2002) present the Time Dependent OP (TDOP), an extension of the OP where the time needed to travel from a POI $i$ to a POI $j$ depends on the leave time from $i$. Implicitly, they can deal with different transportation modes. However, they don’t present an algorithm that can be used in real-time applications and no time windows or multiple-day trips are considered.

The model we propose is the Time-Dependent TOPTW (TD-TOPTW),
which combines the previous models and makes it possible to integrate one or more public transportation networks to travel between POIs. The travel time required to move from one POI to the next, will vary according to the transportation mode (walking or public transportation) and the leave time. To the authors’ understanding, there is no algorithm able to solve the TD-TOPTW.

Although examples are present of finding the shortest path in public transportation networks or time dependent networks, they all focus on solving individual queries. Pyrga et al. (2008) provide extensive information about the Earliest Arrival Problem (EAP). They have worked on timetable information problems within railway transportation systems. An EAP query \((A, B, t_0)\) consists of a departure station \(A\), an arrival station \(B\), and a leave time \(t_0\). The main objective is to find a connection between \(A\) and \(B\) leaving not earlier than \(t_0\) and arriving as soon as possible. Ding et al. (2008) focused on finding the best departure time to minimise the total travel time on time dependent graphs. A large number of public transportation providers implement these algorithms. For example, the public transportation service provider of San Sebastian has a best path finding application to move between two points (http://wwwdbus.es/es/usuarios/planificador-rutas).

As examples of more advanced applications, Zografos and Androutsopoulos (2008) implemented an algorithm to calculate optimum itineraries in Athens’s urban public transport system, including a stop at an intermediate point. In Hong-Kong, a similar system was tested using a different approach (Chiu et al., 2005). Within the tourism field, PECTAS, a mobile personal navigation system to find the best path between two POIs regarding both the travel time and tourist’s preferences was proposed by Tumas and Ricci (2009). All these applications focus on POI-to-POI cheapest cost problems, while this paper focuses on a higher level selection of and routing problem between multiple POIs.

3. Solution Strategy

The solution strategy we design to tackle the TD-TOPTW is based on the algorithm proposed by Vansteenwegen et al. (2009a) for the TOPTW. This algorithm is the best algorithm available to obtain high quality results for the TOPTW in real-time (Vansteenwegen et al., 2011a). This makes it also promising for dealing with the TD-TOPTW in real-time. In this section,
we give a general description of the TOPTW algorithm. For more details we refer to the TOPTW article.

The heuristic is based on Iterated Local Search (ILS) (Lourenço et al., 2003). ILS is a metaheuristic method based on iteratively building sequences of solutions generated by an embedded heuristic called local search. This leads to much better solutions than repeating random trials of the same heuristic. The heuristic perturbs the solution found by the local search to create a new solution. Then, it takes the best solution as the new starting solution for the local search. The process is repeated until a termination criteria is met. The ILS metaheuristic can be summarised as in Algorithm 1.

The local search heuristic inserts new visits to a route, one by one. For each visit \( i \) that can be inserted, the cheapest insertion time (\( Shift_i \)) is determined. For each of these visits the heuristic calculates a ratio, which relates the score of the POI to the time required to visit it. Among them, the heuristic selects the one with the highest ratio for insertion. This process is repeated until no more POIs can be inserted. The perturbation phase removes consecutive POIs from a route. After the removal, the heuristic shifts all visits following the removed visits towards the beginning of the route as much as possible, in order to avoid unnecessary waiting. Until a termination criterium is met, the perturbation procedure and the local search heuristic are executed. Finally, the heuristic returns the incumbent solution as the result. A summary of the heuristic is shown in Algorithm 2.

This method needs to be adapted to solve TD-TOPTW instances. The envisioned application needs a fast and effective algorithm. During every iteration of the algorithm, many evaluations of possible insertions are considered, before the most promising POI is actually inserted. In order to obtain a fast algorithm, it is required that the evaluation of possible insertions only involves the POI that is inserted and the two POIs between which the new POI will be inserted. This requirement is a consequence of the conclusion by Vansteenwegen et al. (2009a) that it is too time consuming to check the time window of each POI in the trip, every time an insertion is considered. Moreover, the evaluation of a possible insertion becomes much more complex when public transportation is included. A small delay in the planned leave time from one POI can cause a significant delay in the arrival time at the next POI. For instance, when a tourist just misses the bus and has to wait for the next one or walk to the next POI instead. For the TD-TOPTW, this implies that, when considering an insertion, not enough calculation time is available.
to check the (possibly required) changes in travel time and transportation mode between all other visits in the trip. Even when an entire time dependent travel time matrix is calculated beforehand, recalculating the entire trip (including possible changes in travel times) cannot be done fast enough to do this every time a POI is considered for insertion. Therefore, similar to the algorithm proposed by Vansteenwegen et al. (2009a), we developed a way to evaluate possible insertions locally, only involving the POI that is inserted and the two POIs between which the new POI is inserted.

We propose two different approaches in order to handle the public transportation difficulty. The first one involves a precalculation step (Section 4), where we calculate the average travel times between all pairs of POIs. With these average travel times, we solve the TD-TOPTW as a regular TOPTW. A repair procedure adapts the arrival and leave times of the visits of the resulting trip according to the differences between the average travel times and the (time dependent) real travel times. As a consequence, one or more visits can become unfeasible and it may be necessary to remove them before proposing the trip to a tourist.

The second approach is based on a modified and fast evaluation of the possible insertions (Section 5). By introducing a few new concepts, it becomes possible to evaluate each insertion locally and efficiently. Since the ILS heuristic evaluates many possible insertions, we argued above that a highly efficient method is required to achieve high quality results in real-time.

The main contribution of our research is that we designed two solution approaches for the TD-TOPTW that have almost the same performance as the fastest algorithm for the TOPTW, based on quality of results and computational cost.

4. Average travel time

This approach to tackle the integration of public transportation is based on precalculating the average travel time for each pair of POIs. The motivation for this approach is two-fold. Firstly, this precalculation does not have the real-time requirement, secondly, due to the high frequency public transportation service, the average travel time is rather accurate in practice.

We calculate the travel times between all the POIs with time steps of 1 minute. Within this calculation we take into account all the possible transportation modes. Then, we obtain an average travel time for each pair of
POIs. This calculation is done only once and then we store all the results in a database.

As this step does not have a real-time requirement, any suitable algorithm can be used. We have implemented a time dependent Dijkstra’s Shortest Path algorithm aiming at public transportation to calculate the shortest path between the origin and destination POI, at each departure time (Brodal and Jacob, 2004).

Certainly, faster and more suitable algorithms than Dijkstra’s algorithm are available to calculate these travel times. Besides the methods discussed in our State-of-the-art-section 2, an overview of latest speed-up techniques for transportation networks can be found in Delling et al. (2009) and Bauer et al. (2011). Moreover, traffic assignment algorithms (De Cea and Fernandez, 1989; Spiess and Florian, 1989) could also be applied to calculate the average travel times. However, how these travel times are calculated is not the key point of our algorithm. We applied Dijkstra’s algorithm as a proof of concept of our average travel time approach.

In order to limit the number of possibilities for each pair of POIs, it is possible to limit the transfer distance between stops of different lines, the maximum walking distance between POIs and the maximum distance between POIs and stops. Once the average travel times are available, we can solve the TD-TOPTW as a regular TOPTW. A repair procedure introduces the real travel times between the POIs of the final TOPTW solution. If the real travel time is smaller than the average one, only the travel time is adapted by advancing the visit towards the beginning of the route as much as possible. Otherwise, if the real travel time is larger than the average one, some visits will have to start later. If this causes a visit to become unfeasible, we remove it from the route and we move the rest of the route forward.

One way to evaluate this approach, is to verify how many POIs are removed to restore feasibility. For the test instances presented in this paper (Section 7), removals are only required for one of the 28 instances.

5. Real Calculation

In the second approach, we design some concepts that allow to make a very fast local evaluation of each possible insertion. A local evaluation should only involve the POI that is inserted and the two POIs between which the new POI is inserted. In order to simplify the explanation, we will just use ”bus”, instead of using ”public transportation”, in the rest of this section.
Nevertheless, this approach can also be applied for trains, subways or any other public transportation mode.

We introduce $\text{maxDelay}_i$ to indicate the maximum time a departure from a POI ($l_i$) can be delayed in order not to make any visit of the route unfeasible. Based on $\text{maxDelay}$ of the POI before which the new POI is inserted, a local evaluation of the insertion is possible.

We create a model, considering the periodicity of the bus services, where $\text{maxDelay}_i$ can be calculated and updated in an efficient way. This model is limited to direct bus connections, having no transfers between lines. At the end of this Section, we extend this model to include transfers in public transportation, either precalculating some required values or modelling transfers as direct connections. In this way, transfers can be taken into account as well. In many cities, it is valid to assume a periodic timetable and a fixed frequency for each bus line. Furthermore, it can be assumed that tourists will not make use of the earliest and the latest services, which might not have a fixed frequency.

Before we explain how $\text{maxDelay}_i$ should be calculated, we need to introduce some more concepts: $\text{Wait}_i$, the $\text{MaximumArrivalDelay}_i$, $\text{MaxTrans}_i$, $\text{minTrans}_i$ and $\text{transPeriod}_i$. If the tourists arrive at a POI $i$ ($a_i$) before the opening of the time window ($O_i$), they will have to wait before starting the visit.

$$\text{Wait}_i = \max(0, O_i - a_i) \quad (1)$$

The $\text{MaximumArrivalDelay}_i$ ($\text{MAD}_i$) indicates how much the currently scheduled arrival time at a certain POI can be delayed without making any visit unfeasible. It is nothing more than the sum of $\text{Wait}_i$ and $\text{maxDelay}_i$.

$$\text{MAD}_i = \text{Wait}_i + \text{maxDelay}_i \quad (2)$$

$\text{MaxTrans}_i$ represents the maximum time the leave time of a visit can be delayed without changing the transportation mode between POIs $i$ and $i + 1$. This change in transportation mode can be between walking and taking the bus or vice versa, but it can also be between taking this bus and the next bus.

The second one is its counterpart, $\text{minTrans}_i$. $\text{minTrans}_i$ represents the maximum time the leave time can be decreased without changing the
transportation type between POIs $i$ and $i + 1$. The third one is $\text{transPeriod}_i$ and it represents the period of the public transportation service travelling between POIs $i$ and $i + 1$. When a bus line has a high frequency (e.g. 4 per hour), the bus will have a small period (e.g. $\text{transPeriod}_i = 15$ minutes).

5.1. Three travel scenarios

In order to explain how these concepts are used, we differentiate between three travel scenarios, between each pair of POIs. Each scenario will require a proper local evaluation of possible insertions.

- **Always walk.** If no bus connection is available between a pair of POIs $i$ and $i + 1$, or walking is always faster than taking a bus, the travel time between POIs $i$ and $i + 1$ will always be the walking time, no matter what the leave time is at POI $i$. Figure 1 shows the travel time as a function of the leave time at POI $i$. Figure 2 shows the arrival time at POI $i + 1$ as a function of the leave time at POI $i$. In this scenario, $\text{MaxTrans}$ and $\text{minTrans}$ are infinite and $\text{transPeriod}$ is not applicable. $wT$ indicates the walking time between the POIs.

\[ \text{travel time} \\
\]

\[ wT \]

\[ \text{leave time } i \]

Figure 1: Travel time always walk

- **Always bus.** If the walking distance between two POIs $i$ and $i + 1$ is longer than a predefined distance, the system will always propose to take the bus. This also applies to the case when the sum of the maximum waiting time for the bus and the bus travel time is smaller than the walking time. The travel time between two POIs by taking the
bus, is the sum of the real bus travel time (\textit{busTime}) and a waiting time before the bus arrives. This waiting time is limited by the period of the bus. If there is a bus every 15 minutes, the maximum waiting time will also be 15 minutes, in the case the tourists just missed the previous bus. Thus, the total bus travel time varies between a minimum value (\textit{busTime}) and a maximum value (\textit{busTime}+\textit{transPeriod}). Obviously, the time required to walk from POI $i$ to the boarding point of the bus and from the arrival point to POI $i+1$ should be included in the \textit{busTime} ($bT$) as well. Figure 3 shows the travel time as a function of the leave time at POI $i$. Figure 4 shows the arrival time at POI $i+1$ as a function of the leave time at POI $i$.

It can be observed in Figure 3 that the total travel time decreases with the same amount as the leave time increases, unless the bus is missed and the tourists have to wait for the next bus. As a consequence, the arrival time does not change when the leave time is delayed, as long as the bus is not missed (Figure 4). Otherwise, it is increased by the period of the service.

- **Bus or walking.** In this scenario, it depends on the exact leave time at POI $i$ what the fastest transportation mode will be: walking (when there is a long waiting time for the bus - Figure 5, $j$) or taking the bus (when the waiting time is short enough - Figure 5, $k$). The travel time has a maximum value equal to the walking time ($wT$) and a minimum time equal to the \textit{busTime} ($bT$).
The arrival time is a mix of the two previous scenarios: if the tourists wait for the bus (Figure 6, k), they could leave later and still arrive at the same time (with the same bus). However, if they leave too late they will miss the bus and they will go on foot (Figure 6, j).

5.2. Three types of travel time changes

Knowing the current transportation scenario, the current leave time from POI \( i \) to POI \( i + 1 \) and the related \( MaxTrans, minTrans \) and \( transPeriod \), there are three types of changes to the travel time that need to be considered for updating these concepts, and making a local evaluation possible.

The first one consists on knowing how much time earlier \( t' \) the tourists arrive to POI \( i + 1 \) if they leave from POI \( i \) \( t \) time units earlier. This query is equivalent to moving left on the leave-arrival time graphs (Figures 2, 4 and 6). We have called this change Advance Departure, \( AD(t) \). Algorithm 3 shows the updating formulas that have to be applied in each of the three abovementioned scenarios. In these formulas, \( t \% transPeriod \) stands for \( t \ modulo \ transPeriod \).

The formulas for scenario 1 and 2 are straightforward, since the transportation mode never changes. For scenario 2, the only question that remains is whether the waiting time for the bus has increased or decreased due to the change in leave time. The formulas for scenario 3 are illustrated with an example in Figure 7. In this example, a bus is available every 10 minutes (departure at 2, 12, 22, etc.) and the driving time is 7 minutes. The walking
time equals 13 minutes. Thus, a tourist leaving in the interval (2,6) will walk and within [6,12] the tourist will take the bus. This cycle is repeated every 10 minutes (transPeriod). Currently, the tourist leaves at 25, goes on foot and arrives at 38. MaxTrans equals 1 and minTrans equals 3.

If the visit to the POI is advanced 15 minutes (leave at 10), the arrival will be 19 (=15-15%10+(10-1)) minutes earlier. The new MaxTrans' equals 2 (=15%10-3) and the new minTrans' equals 4 (=10-1-15%10). In this case the bus should be used. Thus, the travel time would be reduced 4 (=10-1-15%10) minutes, arriving 19 minutes earlier instead of 15. If the tourist leaves 19 minutes earlier (leave at 6), the arrival will be 19 minutes earlier, at 19. The new MaxTrans' equals 0 (=1-(10-19%10)) and the new minTrans' equals 4 (=3+(10-19%10)). In this case, the tourist will be walking.

The second change consists on calculating how much time later ($t'$) the tourists arrive to POI $i+1$ if they leave POI $i$ $t$ time units later. This is equivalent to moving right on the leave-arrival time graphs (Figures 2, 4 and 6). We have called this change Delay Departure, DD(t). Algorithm 4 shows the formulas that have to be applied. Again, the formulas for scenarios 1 and 2 are straightforward while the formulas for scenario 3 can be verified based on the example of Figure 7.

The third change consists on knowing how much time later ($t'$) the tourists can leave from POI $i$ to arrive to POI $i+1$ not later than $t$ time units. This query is equivalent to moving up the arrival at POI $i+1$ on the leave-arrival time graphs (Figures 2, 4, and 6). We have called this change Delay Arrival,
Figure 5: Travel time going on foot and by bus.

DA(t). Algorithm 5 shows the formulas that have to be applied for each scenario.

5.3. Local evaluation of an insertion

Based on the concepts we introduced and the formulas to keep the concepts updated, it is now possible to make a very fast and local evaluation of each possible insertion.

A visit to POI $j$ can be inserted between POIs $i$ and $k$ if the extra time required by the insertion ($\text{Shift}_j$)(Formula 3) is smaller than the sum of $\text{Wait}_k$ and $\text{maxDelay}_k$ (Formula 4). In order to determine the visit that will be selected for insertion, first, we determine the lowest possible $\text{Shift}_j$ for each possible extra visit, i.e. the best possible insert position. Then, for each visit, we calculate the same ratio as in the TOPTW algorithm (Vansteenwegen et al., 2009a). Finally, we select the visit with the highest ratio for insertion. $T_j$ represents the duration of the visit to POI $j$, and $c_{ij}$ the travel time between POIs $i$ and $j$.

\[
\text{Shift}_j = c_{ij} + \text{Wait}_j + T_j + c_{jk} - c_{ik} \tag{3}
\]
\[
\text{Shift}_j \leq \text{Wait}_k + \text{maxDelay}_k \tag{4}
\]
\[
\text{Ratio}_j = \frac{(\text{Score}_j)^2}{\text{Shift}_j} \tag{5}
\]

Furthermore, the changes considered above allow updating easily all POI visits when a POI is inserted or removed.
When a POI is inserted, the visits POIs after the insertion need to be delayed. Starting from the POI after the inserted POI, all the POIs are delayed until the extra time required by the insertion is absorbed by reducing waiting or travel times.

The following formulas are used to update the visit $k$ when visit $j$ is inserted between $i$ and $k$. $a_k$ represents the arrival time at POI $k$, and $l_k$ the leave time.

\[
\begin{align*}
Wait'_k &= \max[0, Wait_k - Shift_j] \\
a'_k &= a_k + Shift_j \\
Shift'_k &= \max[0, Shift_j - Wait_k] \\
l'_k &= l_k + Shift_k \\
maxDelay'_k &= maxDelay_k - Shift_k
\end{align*}
\]

In order to calculate how much time later the tourists arrive at $k+1$ when they leave $Shift_k$ time units later from $k$, we make use of the DD change introduced previously. Next to updating $MaxTrans$ and $minTrans$ from $k$ to $k+1$, the following formulas are used to update the visits after $k$, one after another, until $Shift$ is reduced to zero.

Figure 6: Arrival time going on foot and by bus
\[ W_{i+1} = \max[0, W_{i+1} - DD(Shift_k)] \] (11)
\[ a'_{k+1} = a_{k+1} + DD(Shift_k) \] (12)
\[ Shift_{k+1} = \max[0, DD(Shift_k) - W_{i+1}] \] (13)
\[ l'_{k+1} = l_{k+1} + Shift_{k+1} \] (14)
\[ maxDelay'_{k+1} = \maxDelay_{k+1} - Shift_{k+1} \] (15)

Once \( Shift \) is reduced to zero, visits before the insertion may require an update of \( maxDelay \). In order to calculate \( maxDelay \) of visit \( i \), first we use the DA change to find the maximum time leaving \( i \) can be delayed not to arrive to \( i+1 \) with a delay higher than \( MAD_{i+1} \) (MaximumArrivalDelay\(_{i+1} \)). Then, we compare this time with the remaining time until the end of visit to \( i \) and the closing time of \( i \). In this query, we do not have to update \( MaxTrans \) or \( minTrans \), because we are not moving the visit.
\[ \text{MAD}_{i+1} = \text{Wait}_{i+1} + \text{maxDelay}_{i+1} \quad (16) \]
\[ \text{maxDelay}_i = \min[C_i - l_i, DA(MAD_{i+1})] \quad (17) \]

When we remove a POI from a route, the visits to the POIs after it are moved towards the beginning of the route. Starting from the POI next to the removed one, all the POIs are moved forward until the free time obtained by the removal is consumed by waiting times or extra travel times. The following formulas are used to update visit \( k \) when visit \( j \) is removed between \( i \) and \( k \):

\[ a'_k = l_i + c_{ik} \quad (18) \]
\[ \text{Wait}'_k = \max[0, O_k - a'_k] \quad (19) \]
\[ \text{Shift}_k = \max[0, a_k - a'_k - \text{Wait}'_k] \quad (20) \]
\[ l'_k = l_k - \text{Shift}_k \quad (21) \]

Once visit \( k \) has been updated, the following formulas are then used to update the visits after \( k \), one after another, until \( \text{Shift} \) is reduced to zero. In order to calculate how much time earlier the tourists arrive at \( k + 1 \) when they leave \( \text{Shift}_k \) time units earlier from \( k \), we make use of the AD change introduced previously and we update the values of \( \text{MaxTrans} \) and \( \text{minTrans} \) from \( k \) to \( k + 1 \):

\[ a'_{k+1} = a_{k+1} - AD(\text{Shift}_k) \quad (22) \]
\[ \text{Wait}'_{k+1} = \max[0, O_{k+1} - a'_{k+1}] \quad (23) \]
\[ \text{Shift}_{k+1} = \max[0, a_{k+1} - a'_{k+1} - \text{Wait}'_{k+1}] \quad (24) \]
\[ \text{maxDelay}'_{k+1} = \max[\text{maxDelay}_{k+1} + \text{Shift}_{k+1}] \quad (25) \]

Visits before the removal may require an update of \( \text{maxDelay} \). Similar to inserting a POI, we make use of the DA change within this calculation.

Based on all these formulas, updating a trip after the actual insertion of a POI can be done faster than recalculating the whole trip. Notice that evaluating possible insertions is required many times every iteration (and, therefore, must be very fast), while actually inserting a POI, and updating the whole trip, only happens at most a few times every iteration.
5.4. Example

The next example summarises the different processes described in this section. In the example (Figure 8) there are 7 POIs: \(i, j, k, l, m, n\) and \(o\). The duration of the visit of each POI is 5 minutes and the walking time between POIs and between POIs and bus stops is indicated in Figure 8. An existing route is composed by visits \(i - j - k - n - o\) and there are two candidate POIs to insert: \(l\) and \(m\). There is 1 bus service with 5 stops represented by rectangles: 1, 2, 3, 4 and 5. The bus travel time between stops is 1 minute. The first bus departs from stop 1 at 0 minutes and there is a service every 15 minutes.

![Figure 8: Example](image)

Table 1 shows the details about the existing route. The columns represent the following data about each POI: opening time \((O)\), closing time \((C)\), arrival time \((a)\), waiting time \((W)\), leave time \((l)\), MaxTrans \((MT)\), minTrans \((mT)\), transPeriod \((tP)\), the type of transportation \((tt\), walk \((W)\) or bus \((B)\)), Delay Arrival \((DA)\) and maxDelay \((mD)\). The travel information between a POI \(i\) and the next one \(i + 1\) is represented on the row of POI \(i\). Thus, the last POI does not have this data. MaxDelay has been calculated using formulas 16 and 17. DA has been calculated following Algorithm 5.

If we want to insert POI \(l\) or \(m\) between \(k\) and \(n\), we have to check the feasibility of each insertion (Formula 4).

\[
\text{Shift}_i = c_{kl} + \text{Wait}_i + T_i + c_{ln} - c_{kn} = 10 + 0 + 5 + 12 - 12 = 15 \leq 18 \\
(26)
\]

\[
\text{Shift}_m = c_{km} + \text{Wait}_m + T_m + c_{mn} - c_{kn} = 20 + 0 + 5 + 10 - 12 = 23 \nless 18 \\
(27)
\]
Since only $\text{Shift}_l$ is smaller than $\text{maxDelay}_n$, we insert POI $l$ between $k$ and $n$.

Table 2 shows the details about the new route $i - j - k - l - n - o$. We arrive to $n$ $\text{Shift}_l$ (15) time units later, but due to previous $\text{Wait}_n$ (5), we leave $n$ 10 time units later. Thus, arrival to $o$ is delayed $\text{DD}(10) = 11$ time units, according to the Algorithm 4 for the third scenario when we go by bus. We calculate the new value of $\text{maxDelay}_o$ (3) and then we update $\text{maxDelay}$ of the rest of the POI using formulas 2 and 17. Notice that due to the later arrival to $n$, the transportation mode from $n$ to $o$ has changed.

Finally, if we remove POI $k$ from the route, visits after it ($l - n - o$) are moved forward. Table 3 shows the details of the route after updating all the values according to the formulas and algorithms presented during the previous section.

5.5. Modelling transfers

In the above mentioned formulas for AD, DD and DA we only considered direct connections between stops near origin and destination POIs. An argument for this simplification could be that, if two POIs are far from each other and no direct connection is available, it is very likely the algorithm will not schedule these POIs one immediately after the other. One or more other POIs will be scheduled in between and only direct public bus connections will be required. Still, it would be more realistic and it would probably lead to better solutions to model transfers as well.

In order to take transfers into account, extra travel scenarios, with transfers, should be considered during the calculation and update of Advance Departure (AD, Algorithm 3), Delay Departure (DD, Algorithm 4) and Delay Arrival (DA, Algorithm 5). When transfers are included, the key problem is determining the correct value of the waiting time at the transfer for all leave times.

The first approach we have implemented for dealing with transfers consists of precalculating the travel time, AD, DD and DA for each pair of POIs and for all required leave times and time shifts. But to precalculate the values for each pair of POIs and for each possible leave time and each possible shift is not an affordable option. For only 50 POIs and 8 hour (480 minutes) days, this corresponds to $(50 \times 50 \times 480 \times 480 =)$ 576 000 000 values, requiring more than a 1GB of memory and our computer run out of memory during the calculation. To significantly reduce the size of the problem, we can benefit from the period (frequency) of the bus lines. For direct bus connections,
the period of the service is known and it suffices to precalculate AD, DD and DA for each possible leave time in the period and each time shift smaller than the period. When transfers are involved, more complex calculations are required. The "common period" of the transfer connection will be the "least common multiple" of the periods of all individual bus lines involved in the transfer. AD, DD and DA should be precalculated for each possible leave time of the common period and for each shift smaller than the common period. Of course, every time an insertion is actually implemented, we still need to update the values for maxDelay, Wait and MAD to evaluate in little time every possible insertion.

In San Sebastian, there are only 17 POI to POI connections that are unfeasible without transfers. For each connection requiring a transfer, we used the transfer connection with the shortest travel time (without waiting time). Then, we have calculated the period of this connection as the "least common multiple", obtaining a minimum period of 10 minutes and a maximum one of 30 minutes. Finally, we precalculated the travel times, AD, DD and DA. These calculations can become very complex in big cities with a lot of different lines running with different periods and connections involving more than one transfer. When more buses are involved in a transfer, the common period (and the number of leave times and time shifts to consider) increases significantly. This becomes an even bigger problem when, for a transfer connection, the selection of bus lines that gives the shortest travel time also depends on the leave time. The more bus lines involved in the connection, the higher the value for the least common multiple. For cities bigger than San Sebastian, a lot of memory will be required to store the precalculated values and retrieving the values can become too time consuming.

In the second approach we model transfers as direct connections. This approach is less accurate, but it is more suitable for bigger cities. We approximate the waiting time at the transfers by half of the period of the second bus of the transfer. This can be considered as an expected value of the waiting time at the transfer and it limits the approximation error to half of the period of the second bus. By using this expected waiting time, any transfer can be modelled as a direct connection with the bus travel time equal to the sum of both bus travel times, the actual transfer time and half of the period of the second bus. This approach assumes that users will always follow the same path, the one minimizing the total travel time between two POIs. Spiess and Florian (1989) and De Cea and Fernandez (1989) presented more advanced approaches that can also be applied to model transfers as direct
connections. They considered that, instead of taking always the same line, users make use of a set of attractive lines, boarding the first arriving line from the attractive set. All these approaches also imply that the proposed trip will require a repair procedure, similar to the one used in the average travel time approach.

6. Customisation

Tourist preferences vary according to a great variety of factors (nationality, age range, hobbies, etc.). Regarding public transportation, some tourists prefer not to walk more than a certain distance to reach a public transportation stop, others walk faster or slower, etc. Although adjusting these parameters to individual tourists is a research out of the scope of this paper, we have included some configuration parameters to simulate different tourist behaviours.

Some variables control the maximum and minimum values that make a path between POIs more appealing than another. These parameters can be easily adjusted to tourist’s preferences.

- walkingSpeed: Although tourists walk at different speed, the algorithm has been initialised with a default walking speed of 15 minutes/km or 4 km/hour.

- maxWalkingDistance: This parameter controls the maximum walking time between POIs in order to be reachable on foot. The default value is 30 minutes, equivalent to a distance of 2 kilometers at the default speed.

- minWalkingPublicTransport: This parameter controls the minimum walking time between POIs in order to consider if they can be reached by public transportation. The default value is 7.5 minutes, equivalent to a distance of 500 meters at the default speed.

- maxLineChanges: The maximum allowed number of line changes between two POIs can be adjusted when the average travel time is calculated. The default value is 3.

- maxDistancePoiStop: The distance within stops are searched near a POI is limited by this parameter. The default value is 1 kilometre.
7. Experimental results

7.1. TD-TOPTW test instances

We have tested the algorithm on a set of test instances based on San Sebastian. San Sebastian is located in the Basque Country, just 20 kilometres away from France. San Sebastian’s picturesque coastline makes it a popular beach resort, being one of the most relevant tourist places of the North of Spain. Most tourists visit the city by combining public transportation with short walks. Public transportation offers a good bus service with a fixed timetable through a dense network (see Figure 9). The local organisation in charge of the bus service has provided access to real transportation data. The network includes 467 bus stops, 26 lines and more than 65000 direct bus connections between stops.

![Figure 9: Public bus network of San Sebastian](image)

From the tourist point of view, San Sebastian offers around 50 POIs. Although most of them are located near the three beautiful beaches and the city centre, the size of the city makes not desirable visiting all POIs on foot. We have assigned to each POI a score between 0 and 100 directly related to its tourist value. In reality, these scores will be calculated based on the tourist profile. Our optimisation goal is to obtain trips that maximise the score. Figure 10 shows the distribution of the POIs through the city.

In order to test the strength of both approaches, we have created 28 test instances varying three different criteria:
- Number of days (routes) of the trip: We have created trips with 1 and 2 days.

- Starting POI of each day: We have chosen 7 different starting POIs spread over the city.

- Length of each day: All trips start at 10am and we have established two values for the maximum length: 4 and 8 hours.

Figure 11 shows the situation of the 7 different starting POIs of the trip. They are distributed through the city and they correspond to a car park (1),
the main bus station (2), the train stations (3 and 4) and different hotels (5, 6 and 7).

Complete data about the setup of the test (POIs, stops, lines, etc.) is available upon request from the authors. We have carried out all computations on a personal computer Intel Core 2 Quad with 2.40 GHz processors and 2 GB Ram. The algorithm is coded using Java 1.6.

![Figure 11: Distribution of starting POIs](image)

7.2. Results

Tables 4 and 5 summarise the results of the tests. The first group of columns includes the identification of the start POI and the length of each day in hours. The second group of columns gives the results for the algorithm with average travel times, including the score and the number of POIs visited during the route. We have only counted the number of visited POIs, thus the starting and ending POIs are not included in this value. The next group shows the same data for three different approaches with real travel times, including the average gap with the score of the average approach (= (score
AVG - score Real)/score AVG). A negative average gap indicates that better results are obtained with the real approach. The three real approaches are: real approach with no transfers (RealNoT); real approach precalculating AD, DD and DA (RealP); and real approach with transfers modelled as direct connections (RealDC).

According to the results, the trips created with all approaches are very similar. The average gap between them is below 2.7% for 1 day routes and below 2% for 2 days routes. The average travel time approach obtains slightly worse results and needs equivalent computation time. This is not surprising, since this approach only adds a repair procedure to the fast TOPTW algorithm. Thanks to the high frequency of the public transportation in San Sebastian, the average travel times are always good approximations of the actual travel times. This partly explains why these good results are obtained. It should be noted that the complete precalculation step, in order to determine the average travel time matrix, takes around 90 minutes. The resulting average travel times are available from the authors upon request.

All the real calculation approaches, even with the no transfers restriction, also obtain very good results. The results confirm that not allowing any transfers is not a hard restriction, for a city with the characteristics of San Sebastian. This approach is very efficient, having very low computation times. Indeed, the computation times have the same order of magnitude as those obtained by Vansteenwegen et al. (2009a) solving regular TOPTW problems. Both real approaches with transfers improve the results obtained without transfers (average improvement of 2.7%), although no transfers are included in the final solutions. Moreover, both real approaches with transfers obtain very similar results (average difference below 0.2%). With transfers, all movements between POIs are feasible, and thus more movements are evaluated for insertion during the search for the best solution. It was interesting to notice that transfers that appeared during the solution process, were always replaced by including an extra visit near the transfer station. These results have been obtained for the city of San Sebastian, for bigger cities we expect the improvement to be larger.

For the number of POIs of San Sebastian, all the approaches are fast enough to calculate trips in real-time and are valid for creating personalised tourist trips. Based on the current calculation times, it can be expected that instances with higher number of POIs can also be solved in real-time.

Regarding the number of days (routes) of the trips, all the approaches are able to create routes of 2 or more days in a short computation time. Routes
of 2 days and 8 hours per day collect around 80% of the total score. This resembles the typical tourist stay at San Sebastian (a weekend), which gives enough time to visit most of the POIs. We have performed tests with up to 7 days, but with trips of 4 days, all the POIs are visited. The sum of the duration of the visits to all POIs, ignoring travel times, takes around 20 hours. Thus it is not possible to visit all of them in 2 days (16 hours) and probably even in 3 days. Although the algorithm is able to solve 7 day trips in real-time for San Sebastian, from the tourist point of view so long trips are very uncommon in a city like San Sebastian.

A detailed analysis of the results confirms the benefits of integrating public transportation in the trip planning. Due to the proximity of most POIs, public transportation is mainly used to arrive or leave from the city centre, and also to reach distant POIs. For example, Figure 12 shows a 4 hour route starting from POI 1. POI 1, a car park far from the city centre, has not been included in this figure to increase the readability of the example, its location is shown in figure 11. In this route, 3 buses are taken (paths with public transportation have been represented by broken lines). The first one leaves from the car park to a POI that is not in the city centre. The second one departs from this POI to the city centre. And the final bus returns back from the last POI visited in the city centre to the car park. The remaining travel time within the route is walking time. In total, this route has around 70 minutes of walking time, 20 minutes of bus time and 8 minutes of waiting time for the bus.

On the other hand, on a 4 hour route starting from POI 5 (located in the city centre), no bus is taken because all the visited POIs are within walking distance. An 8 hour and 4 days route starting from POI 3 and visiting all the POIs, has around 6 hours of total walking time, 90 minutes of bus time, 40 minutes of waiting time and takes 10 buses.

8. Conclusions and future work

This paper shows how the use of public transportation can be integrated in personalised tourist trips by solving the Time-Dependent Team Orienteering Problem with Time Windows (TD-TOPTW). We proposed and tested different approaches to include public transportation in planning trips.

The first approach is based on a precalculation step, where we calculate the average travel times between all pairs of POIs. With these average travel times, we solve the TD-TOPTW as a regular TOPTW. In the resulting
trip proposal, we will have to adapt the arrival and leave times of the visits according to the differences between the average travel times and the (time dependent) real travel times. As a consequence, it might be necessary to remove one or more visits that have become unfeasible, before proposing the trip to a tourist.

The second approach is based on a fast evaluation of the possible insertion of an extra POI. By introducing a few new concepts, it becomes possible to evaluate each insertion locally and efficiently. We present three variants of this approach. The first one only considers direct public transportation connections, without transfers. The second variant is based on precalculating all required values for the first variant, and also for the connections that require a transfer. The third variant consists of modelling transfers as direct connections.

We have implemented and tested all the approaches for a set of test instances based on San Sebastian, a medium size city with around 50 POIs, 26 public transportation lines and 467 stops. All approaches succeeded in
calculating personalised trips of one and two days in real-time.

The real travel time approaches outperform the approach with average travel times. The calculation times are comparable but the obtained results are slightly better. The best results are obtained with the real travel time approach when transfers are considered. Considering transfers widens the search space and leads to better results, although no transfers are present in the final solutions. For bigger cities, considering transfers is even more important and the improvement introduced by real time approaches with transfers is expected to be higher.

Both real time approaches with transfers obtain very similar results for the city of San Sebastian. Modelling transfers as direct connections in big cities requires to apply advanced models (such as the ones presented by Spiess and Florian (1989) or De Cea and Fernandez (1989)). With these models, although we would no longer work with real travel and waiting times, we would keep the simplicity and efficiency of the real approach with no transfers.

The real time approach based on the precalculation, works with real travel and waiting times. However, it could be difficult to apply in big cities where different lines with different periods and more than one transfer are involved in the connections. Apart from the difficulties of the precalculations, if high ”least common multiple” periods are required, the memory requirements to store and read AD, DD and DA values could break the real time requirement of the algorithm.

For the Personalised Electronic Tourist Guide (PET) and other tourist applications, these algorithms provide a new quality feature. One of the key functionalities that tourists demand when moving within an unknown area, is public transportation information. Being able to create trips in real-time that take public transportation into account is a big step for future PET development.

The next step is to implement the algorithm in a real mobile device, in order to test the perceived tourist quality of the routes with the help of the staff from the Local Tourist Organization and with real tourists visiting a city. Regarding the algorithm, we plan to acquire real data about other tourist cities with different public transportation network topologies and POI distribution, to test the algorithm in a different environment. For bigger cities, an optimised version of the time dependent shortest path calculation should be implemented for the average travel time approach.
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**Algorithm 1:** Diagram of Iterated Local Search

\[
s_0 = \text{GenerateInitialSolution};
\]
\[
s^* = \text{LocalSearch}(s_0);
\]
\[
\textbf{while} \hspace{1em} \text{termination condition NOT met} \hspace{1em} \textbf{do}
\]
\[
\quad s' = \text{Perturbation}(s^*);
\]
\[
\quad s'^* = \text{LocalSearch}(s');
\]
\[
\quad s^* = \text{AcceptanceCriterion}(s^*, s'^*);
\]

**Algorithm 2:** ILS heuristic

PositionStartRemove=1;
NumberToRemove=1;
NumberOfTimesNoImprovement=0;
maxNumberToRemove = NumberOfPOIs / (3 * NumberOfDays);
MaxIter = factorNoImprovement * Size of 1st route;
\[
\textbf{while} \hspace{1em} \text{NumberOfTimesNoImprovement} < \text{MaxIter} \hspace{1em} \textbf{do}
\]
\[
\quad \textbf{while} \hspace{1em} \text{not local optimum} \hspace{1em} \textbf{do}
\]
\[
\quad \quad \text{Insert};
\]
\[
\quad \quad \textbf{if} \hspace{1em} \text{Solution better than BestFound} \hspace{1em} \textbf{then}
\]
\[
\quad \quad \quad \text{BestFound} = \text{Solution};
\]
\[
\quad \quad \quad \text{NumberOfTimesNoImprovement} = 0;
\]
\[
\quad \quad \text{else}
\]
\[
\quad \quad \quad \text{NumberOfTimesNoImprovement} + 1;
\]
\[
\quad \quad \text{Shake Solution (NumberOfToRemove, PositionStartRemove)};
\]
\[
\quad \quad \text{PositionStartRemove = PositionStartRemove + NumberOfToRemove};
\]
\[
\quad \quad \text{NumberOfToRemove} + 1;
\]
\[
\quad \quad \text{PositionStartRemove = PositionStartRemove mod Size of smallest Route};
\]
\[
\quad \quad \textbf{if} \hspace{1em} \text{NumberOfToRemove equals maxNumberOfToRemove} \hspace{1em} \textbf{then}
\]
\[
\quad \quad \quad \text{NumberOfToRemove} = 1;
\]
\[
\quad \text{return} \hspace{1em} \text{BestFound}
\]
Algorithm 3: AD updates

scenario 1: always walk;
\[ t' = t \]

scenario 2: always bus;
if \( t \% \text{transPeriod} < \text{minTrans} \) then
\[ t' = t - t \% \text{transPeriod}; \]
\[ \text{MaxTrans}' = \text{MaxTrans} + t \% \text{transPeriod}; \]
\[ \text{minTrans}' = \text{minTrans} - t \% \text{transPeriod}; \]
else
\[ t' = t + (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{MaxTrans}' = \text{MaxTrans} - (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{minTrans}' = \text{minTrans} + (\text{transPeriod} - t \% \text{transPeriod}); \]

scenario 3: bus or walking, when current transportation is walking;
if \( t \% \text{transPeriod} < \text{minTrans} \) then
\[ t' = t; \]
\[ \text{MaxTrans}' = \text{MaxTrans} + t \% \text{transPeriod}; \]
\[ \text{minTrans}' = \text{minTrans} - t \% \text{transPeriod}; \]
else if \( \text{minTrans} < t \% \text{transPeriod} < (\text{transPeriod} - \text{MaxTrans}) \) then
\[ t' = t - t \% \text{transPeriod} + (\text{transPeriod} - \text{MaxTrans}); \]
\[ \text{MaxTrans}' = t \% \text{transPeriod} - \text{minTrans}; \]
\[ \text{minTrans}' = (\text{transPeriod} - \text{MaxTrans}) - t \% \text{transPeriod}; \]
else
\[ t' = t; \]
\[ \text{MaxTrans}' = \text{MaxTrans} - (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{minTrans}' = \text{minTrans} + (\text{transPeriod} - t \% \text{transPeriod}); \]

scenario 3: bus or walking, when current transportation is bus;
if \( t \% \text{transPeriod} < \text{minTrans} \) then
\[ t' = t - t \% \text{transPeriod}; \]
\[ \text{MaxTrans}' = \text{MaxTrans} + t \% \text{transPeriod}; \]
\[ \text{minTrans}' = \text{minTrans} - t \% \text{transPeriod}; \]
else if \( \text{minTrans} < t \% \text{transPeriod} < (\text{transPeriod} - \text{MaxTrans}) \) then
\[ t' = t - \text{minTrans}; \]
\[ \text{MaxTrans}' = t \% \text{transPeriod} - \text{minTrans}; \]
\[ \text{minTrans}' = (\text{transPeriod} - \text{MaxTrans}) - t \% \text{transPeriod}; \]
else
\[ t' = t + (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{MaxTrans}' = \text{MaxTrans} - (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{minTrans}' = \text{minTrans} + (\text{transPeriod} - t \% \text{transPeriod}); \]
Algorithm 4: DD updates

scenario 1: always walk;
\[ t' = t; \]

scenario 2: always bus;
\[ \text{if } t \% \text{transPeriod} < \text{maxTrans} \text{ then} \]
\[ t' = t - t \% \text{transPeriod}; \]
\[ \text{MaxTrans'} = \text{MaxTrans} - t \% \text{transPeriod}; \]
\[ \text{minTrans'} = \text{minTrans} + t \% \text{transPeriod}; \]
\[ \text{else} \]
\[ t' = t + (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{MaxTrans'} = \text{MaxTrans} + (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{minTrans'} = \text{minTrans} - (\text{transPeriod} - t \% \text{transPeriod}); \]

scenario 3: bus or walking, when current transportation is walking;
\[ \text{if } t \% \text{transPeriod} < \text{MaxTrans} \text{ then} \]
\[ t' = t; \]
\[ \text{MaxTrans'} = \text{MaxTrans} - t \% \text{transPeriod}; \]
\[ \text{minTrans'} = \text{minTrans} + t \% \text{transPeriod}; \]
\[ \text{else if } \text{MaxTrans} < t \% \text{transPeriod} < (\text{transPeriod} - \text{minTrans}) \text{ then} \]
\[ t' = t - (t \% \text{transPeriod} - \text{MaxTrans}); \]
\[ \text{MaxTrans'} = (\text{transPeriod} - \text{minTrans}) - t \% \text{transPeriod}; \]
\[ \text{minTrans'} = t \% \text{transPeriod} - \text{MaxTrans}; \]
\[ \text{else} \]
\[ t' = t; \]
\[ \text{MaxTrans'} = \text{MaxTrans} + (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{minTrans'} = \text{minTrans} - (\text{transPeriod} - t \% \text{transPeriod}); \]

scenario 3: bus or walking, when current transportation is bus;
\[ \text{if } t \% \text{transPeriod} < \text{MaxTrans} \text{ then} \]
\[ t' = t - t \% \text{transPeriod}; \]
\[ \text{MaxTrans'} = \text{MaxTrans} - t \% \text{transPeriod}; \]
\[ \text{minTrans'} = \text{minTrans} + t \% \text{transPeriod}; \]
\[ \text{else if } \text{MaxTrans} < t \% \text{transPeriod} < (\text{transPeriod} - \text{minTrans}) \text{ then} \]
\[ t' = t + \text{minTrans}; \]
\[ \text{MaxTrans'} = (\text{transPeriod} - \text{minTrans}) - t \% \text{transPeriod}; \]
\[ \text{minTrans'} = t \% \text{transPeriod} - \text{MaxTrans}; \]
\[ \text{else} \]
\[ t' = t + \text{transPeriod} - t \% \text{transPeriod}; \]
\[ \text{MaxTrans'} = \text{MaxTrans} + (\text{transPeriod} - t \% \text{transPeriod}); \]
\[ \text{minTrans'} = \text{minTrans} - (\text{transPeriod} - t \% \text{transPeriod}); \]
Algorithm 5: DA updates

scenario 1: always walk;
\[ t' = t; \]

scenario 2: always bus;
\[ t' = t - t\%\text{transPeriod} + \text{MaxTrans}; \]

scenario 3: bus or walking, when current transportation is walking;
\[
\text{if } \text{MaxTrans} < t\%\text{transPeriod} < (\text{transPeriod} - \text{minTrans}) \text{ then} \\
\quad t' = t + (\text{transPeriod} - \text{minTrans}) - t\%\text{transPeriod}; \\
\text{else} \\
\quad t' = t;
\]

scenario 3: bus or walking, when current transportation is bus;
\[
\text{if } t\%\text{transPeriod} > (\text{MaxTrans} + \text{minTrans}) \text{ then} \\
\quad t' = t - \text{minTrans}; \\
\text{else} \\
\quad t' = t - t\%\text{transPeriod} + \text{MaxTrans};
\]

Table 1: Details of initial route \( i - j - k - n - o \)

<table>
<thead>
<tr>
<th>POI</th>
<th>O</th>
<th>C</th>
<th>a</th>
<th>W</th>
<th>l</th>
<th>MT</th>
<th>mT</th>
<th>tP</th>
<th>tt</th>
<th>DA</th>
<th>mD</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>0</td>
<td>60</td>
<td>10</td>
<td>0</td>
<td>15</td>
<td>(\infty)</td>
<td>(\infty)</td>
<td>(\infty)</td>
<td>W</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>j</td>
<td>0</td>
<td>40</td>
<td>25</td>
<td>0</td>
<td>30</td>
<td>13</td>
<td>2</td>
<td>15</td>
<td>B</td>
<td>28</td>
<td>10</td>
</tr>
<tr>
<td>k</td>
<td>0</td>
<td>80</td>
<td>48</td>
<td>0</td>
<td>53</td>
<td>6</td>
<td>9</td>
<td>15</td>
<td>B</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>n</td>
<td>70</td>
<td>100</td>
<td>65</td>
<td>5</td>
<td>75</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>B</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>o</td>
<td>70</td>
<td>100</td>
<td>81</td>
<td>0</td>
<td>86</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2: Details of the route after inserting POI \( l \)

<table>
<thead>
<tr>
<th>POI</th>
<th>O</th>
<th>C</th>
<th>a</th>
<th>W</th>
<th>l</th>
<th>MT</th>
<th>mT</th>
<th>tP</th>
<th>tt</th>
<th>DA</th>
<th>mD</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>0</td>
<td>60</td>
<td>10</td>
<td>0</td>
<td>15</td>
<td>(\infty)</td>
<td>(\infty)</td>
<td>(\infty)</td>
<td>W</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>j</td>
<td>0</td>
<td>40</td>
<td>25</td>
<td>0</td>
<td>30</td>
<td>13</td>
<td>2</td>
<td>15</td>
<td>B</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>k</td>
<td>0</td>
<td>80</td>
<td>48</td>
<td>0</td>
<td>53</td>
<td>1</td>
<td>9</td>
<td>15</td>
<td>W</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>l</td>
<td>55</td>
<td>100</td>
<td>63</td>
<td>0</td>
<td>68</td>
<td>7</td>
<td>8</td>
<td>15</td>
<td>B</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>n</td>
<td>70</td>
<td>100</td>
<td>80</td>
<td>0</td>
<td>85</td>
<td>4</td>
<td>9</td>
<td>15</td>
<td>W</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>o</td>
<td>70</td>
<td>100</td>
<td>92</td>
<td>0</td>
<td>97</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>3</td>
</tr>
</tbody>
</table>

36
Table 3: Details of the route after removing POI \( k \)

<table>
<thead>
<tr>
<th>POI</th>
<th>O</th>
<th>C</th>
<th>a</th>
<th>W</th>
<th>l</th>
<th>MT</th>
<th>mt</th>
<th>tp</th>
<th>tt</th>
<th>DA</th>
<th>mD</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>0</td>
<td>60</td>
<td>10</td>
<td>0</td>
<td>15</td>
<td>∞</td>
<td>∞</td>
<td>W</td>
<td>10</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>j</td>
<td>0</td>
<td>40</td>
<td>25</td>
<td>0</td>
<td>15</td>
<td>2</td>
<td>15</td>
<td>B</td>
<td>28</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>l</td>
<td>55</td>
<td>100</td>
<td>49</td>
<td>6</td>
<td>60</td>
<td>0</td>
<td>15</td>
<td>B</td>
<td>15</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>70</td>
<td>100</td>
<td>65</td>
<td>5</td>
<td>75</td>
<td>1</td>
<td>15</td>
<td>B</td>
<td>13</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>o</td>
<td>70</td>
<td>100</td>
<td>81</td>
<td>0</td>
<td>86</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Summary of results for 1 day routes

<table>
<thead>
<tr>
<th>startId</th>
<th>Length (h)</th>
<th>AVG</th>
<th>RealNoT</th>
<th>RealP</th>
<th>RealDC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>score</td>
<td>#</td>
<td>score</td>
<td>#</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>1035</td>
<td>14</td>
<td>1030</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1745</td>
<td>23</td>
<td>1730</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1070</td>
<td>14</td>
<td>1065</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1795</td>
<td>24</td>
<td>1780</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1115</td>
<td>15</td>
<td>1145</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1715</td>
<td>23</td>
<td>1730</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1145</td>
<td>15</td>
<td>1135</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1800</td>
<td>24</td>
<td>1800</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1195</td>
<td>16</td>
<td>1195</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1790</td>
<td>24</td>
<td>1810</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1035</td>
<td>14</td>
<td>1085</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1770</td>
<td>24</td>
<td>1795</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1115</td>
<td>15</td>
<td>1115</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1775</td>
<td>24</td>
<td>1800</td>
<td>24</td>
</tr>
</tbody>
</table>

average gap with AVG: -0.6% - 4.0% - 3.4%
Table 5: Summary of results for 2 days routes

<table>
<thead>
<tr>
<th>startId</th>
<th>Length (h)</th>
<th>AVG score</th>
<th>#</th>
<th>RealNoT score</th>
<th>#</th>
<th>RealP score</th>
<th>#</th>
<th>RealDC score</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>1585</td>
<td>21</td>
<td>1650</td>
<td>22</td>
<td>1655</td>
<td>22</td>
<td>1690</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2525</td>
<td>34</td>
<td>2550</td>
<td>34</td>
<td>2280</td>
<td>30</td>
<td>2585</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1650</td>
<td>22</td>
<td>1700</td>
<td>23</td>
<td>1720</td>
<td>23</td>
<td>1770</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2610</td>
<td>35</td>
<td>2610</td>
<td>35</td>
<td>2610</td>
<td>35</td>
<td>2610</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1645</td>
<td>22</td>
<td>1720</td>
<td>23</td>
<td>1770</td>
<td>24</td>
<td>1680</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2585</td>
<td>35</td>
<td>2610</td>
<td>35</td>
<td>2625</td>
<td>35</td>
<td>2585</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1730</td>
<td>23</td>
<td>1730</td>
<td>23</td>
<td>1745</td>
<td>23</td>
<td>1730</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2625</td>
<td>35</td>
<td>2620</td>
<td>35</td>
<td>2610</td>
<td>35</td>
<td>2625</td>
<td>35</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1745</td>
<td>23</td>
<td>1780</td>
<td>24</td>
<td>1810</td>
<td>24</td>
<td>1810</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2610</td>
<td>35</td>
<td>2475</td>
<td>33</td>
<td>2625</td>
<td>35</td>
<td>2610</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1625</td>
<td>22</td>
<td>1635</td>
<td>22</td>
<td>1700</td>
<td>23</td>
<td>1720</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2550</td>
<td>34</td>
<td>2255</td>
<td>30</td>
<td>2610</td>
<td>35</td>
<td>2610</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1710</td>
<td>23</td>
<td>1650</td>
<td>22</td>
<td>1730</td>
<td>23</td>
<td>1730</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2610</td>
<td>35</td>
<td>2610</td>
<td>35</td>
<td>2610</td>
<td>35</td>
<td>2610</td>
<td>35</td>
</tr>
</tbody>
</table>

average gap with AVG

0.3%  -1.5%  -2.2%