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ABSTRACT 

 

In this paper we present a method for 3D human body pose 

reconstruction from images and video, in the context of 

sports legacy recovery. The video and image legacy content 

can include camera motion, several players, considerable 

partial occlusions, motion blur and image noise, recorded 

with non-calibrated cameras, which increases even more the 

difficulty of solving the problem of 3D reconstruction from 

2D data. Therefore, we propose a semi-automatic approach 

in which a set of 2D key-points are manually marked in key-

frames and then an automatic process estimates the camera 

calibration parameters, the positions and poses of the play-

ers and their body part dimensions. In-between frames are 

automatically estimated taking into account constraints 

related to human kinematics and collisions with the envi-

ronment. Experimental results show that this approach ob-

tains reconstructions that can help to analyze playing tech-

niques and the evolution of sports through time. 

 

Index Terms— Motion capture, human body posing, 

multibody mechanism fitting, sports preservation and pro-

motion  

 

1. INTRODUCTION 

 

Human motion can be tracked by means of many different 

devices. Currently, marker-based systems are the most accu-

rate motion capture systems, while markerless solutions that 

rely on 3D sensing devices, such as the Microsoft Kinect 

camera, are the most popular choices when accuracy is not 

so important due to their lower cost. However, all these 

options require a specific hardware to be used, with their 

corresponding installation constraints (maximum allowed 

workspace, controlled illumination conditions, dry weather, 

etc), which can limit considerably their usage for the motion 

capture of sports players in action. In such cases, video-

based motion capture can be an alternative to be considered 

as it only requires video images of players, which can be 

obtained directly from TV footage of matches. 

                                                 
The work presented in this paper was supported by the Eu-

ropean Commission under contract FP7-601170 RePlay. 

Additionally, video-based motion capture is of special 

interest for Traditional Sports and Games, as an expression 

of Intangible Cultural Heritage [1] from different world 

regions under the threat of disappearing. More specifically, 

it can help to recover in 3D playing techniques from legacy 

video content. Thus, it can help to analyze the evolution of 

sports through time and promote them to broader audience 

all around the world. For example, the extracted 3D data can 

help to generate virtual content to be shown in virtual muse-

ums, virtual immersive systems or videogames, in which the 

motions captured from users can be compared to those of 

past top players. 

Monocular motion capture is substantially more chal-

lenging than multi-view systems [2], as no depth can be 

directly measured from image data. Some approaches, like 

[3], rely on motion databases in order to relate 2D data with 

3D poses, obtaining reliable results in specific applications 

with few and simple human motions, such as walking. 

However, these cannot be extended to more complex cases 

such as sports. Others, like [4], do not need any prior learn-

ing on motion capture/image annotation data and can gener-

alize better, however they need additional constrains such as 

good image quality and static cameras, as they rely on back-

ground subtraction. There are also some approaches focused 

on sport player pose reconstruction, such as [5] and [6], 

which can obtain visually acceptable results for more gen-

eral cases. The main drawback in [5] is that at least five key-

frames in the same sequence are to be manually set in order 

to estimate the 3D body parameters, while [6] focuses on 

human pose reconstruction in 2D.  

In this paper we propose an approach for 3D human 

body pose reconstruction from uncalibrated monocular 

cameras, which can be applied for the recovery of sport 

player motions from TV footage, without pose limitations, 

not limited to video sequences but also applicable to single 

snapshots. 

The paper is organized as follows. Section 2 gives in-

sight on our video-based motion capture approach. Section 3 

explains the method we propose to locate and pose the 3D 

human body on images and videos. Section 4 shows the 

experimental results we obtain with monocular TV sports 



footage. Finally, in section 5 we discuss the obtained results 

and the future work. 

 

2. VIDEO-BASED MOTION CAPTURE 

 

The proposed general procedure for video-based motion 

capture is shown in Figure 1. It consists of two main stages: 

(1) the manual setup of key-frames and (2) the automatic 

estimation of in-between frames. For the first stage, the 

problem to be solved is the viewpoint-dependent 3D model 

posing. For the second stage, the players, the ball and the 

camera parameters are tracked. 

 

Fig. 1.  Video-based motion capture general procedure. 

In this work we simplify the second stage by interpolat-

ing linearly the positions and orientations of the camera, 

players and the ball. In the case of the orientations we rely 

on SLERP (Spherical Linear Interpolation) [7]. The interpo-

lated body joint orientations, correspond to their local orien-

tations, which are corrected by the kinematic constraints 

where required (see subsection 3.1). 

 

3. VIEWPOINT-DEPENDENT INTERACTIVE 3D 

HUMAN BODY POSING 

 

In order to solve the viewpoint-dependent 3D human body 

posing, we propose the approach shown in Figure 2. Here 

the input data are the image and 2D posing features corre-

sponding to the player bodies, the sports objects and field. 

Additionally, a set of kinematic constraints will allow for 

inferring plausible configurations to the ambiguities derived 

from the perspective projection. 

 

Fig. 2.  Viewpoint-dependent 3D model posing general procedure. 

The key-frames are processed in two steps: (1) camera 

calibration and (2) multibody mechanism fitting. Both pro-

cesses are assisted by constrained IK (Inverse Kinematics). 

 

3.1. Constrained Inverse Kinematics 

 

Figure 3 shows the 3D kinematic model and the posing 

features that control its configurations through IK. These 

posing features correspond to the positions of pelvis, head, 

hips, knees, ankles, shoulders, elbows and wrists. For a 

specific set of posing feature values different body poses 

can be obtained, depending on the adopted IK approach. 

 

Fig. 3.  The kinematic structure of the human body and its posing 

features. 

In our case, taking into account that we want to solve the 

problem of 3D human body posing on 2D images, with 

ambiguities derived from the perspective projection, it is 

especially helpful to constrain the poses to those expected in 

the context of sports. For the IK adjustment, we consider 

five kinematic chains: (1) the trunk, which contains the 

pelvis, hips and head posing features, along with the pelvis 

and spine body segments, (2) the left lower limb, which 

contains the left hip, knee and ankle posing features, along 

with the left leg and foot segments, (3) the left upper limb, 

which contains the left shoulder, elbow and wrist posing 

features, along with the left clavicle, arm and hand body 

segments, (4) the right lower limb, and (5) right upper limb. 

The kinematic chains are adjusted sequentially [8]. Bio-

mechanical joint constraints are included in order to reduce 

the mobility of joints to those that make sense with human 

body joint motion ranges (see Figure 4 for an example). 

 

Fig. 4.  On the left, the swing-circumduction limits of the left 

sternoclavicular joint, and on the right, the twist limits of the head. 

Head 

LShoulder RShoulder 

LElbow RElbow 

RWrist LWrist 

LKnee RKnee 

LHip RHip 

Pelvis 

LAnkle RAnkle 

Results 

3D Reconstruction 

of Players Poses 
and the Ball in 

One Frame 

Input Data 

Images 

Posing  
Features 

Kinematic  
Constraints 

Viewpoint-

dependent 3D 

model posing 

Camera  

Calibration 

Multibody 
Mechanism 

Fitting 

Video-based Motion Capture 

Results 
Key-frame  

Modelling 

In-between 

Frames 

Estimation 

3D Reconstruction 

of Players Poses 

and the Ball in the 
Field 

Viewpoint-

dependent 
Interactive 

3D Model 

Posing 
Camera 

Parameters 

Tracking 

Players and 

Ball Tracking 



 

Fig. 5.  The swivel angle of the left arm. 

The posing features update the human pose in specific 

ways: (1) the pelvis position controls the motion of the 

whole body and the rest of posing features as a rigid body, 

(2) the head position controls the spine, while maintaining 

the rest of posing features static, (3) the shoulders control 

the motions of clavicles and arms, maintaining the arm 

relative poses static, (4) the ankle and wrist positions control 

their corresponding arms and legs, giving more preference 

to the correct matching of the limb end-effectors than to the 

matching of their intermediate ones (elbows and knees), and 

(5) the intermediate posing features control the swivel an-

gles of upper and lower limbs (Figure 5). The latter is espe-

cially required in our context, as the position of hands and 

feet is of important relevance since they interact with ob-

jects in the scene such as sticks, balls and the floor. The 

floor model is used to correct the posing features in order to 

avoid their penetration in it. After the corrections, the IK 

approach makes the kinematic model adapt accordingly. 

 

3.2. Camera calibration 

 

A calibration of the watched scene is required to apply the 

proposed methods for the posing of players. It can be ob-

tained by computing the intrinsic parameters of the camera 

(the focal length and the principal point), and the extrinsic 

parameters (the rotation and translation) with respect to a 

selected coordinate frame. For this, we follow the approach 

from [9], but without considering distortion, as this usually 

is not present in the cameras used for recording sports 

games and simplifies the calibration procedure. 

The intrinsic and extrinsic parameters are calculated in a 

single-step process. The user introduces manually 4 points 

in the image that correspond to a rectangle in the floor plane 

of the scene, plus its longitudinal and transversal sizes in 

metric units. This information is sufficient to compute the 

homography between the image plane and the floor plane 

using the DLT (Direct Linear Transform) algorithm [10]. 

Once the homography has been computed and calibrated, it 

is possible to extract the rotation and translation from the 

resulting matrix. 

Finally, a refinement step is applied to optimize simulta-

neously the reprojection error over the set of camera param-

eters. The Levenberg-Marquardt non-linear optimization 

method [11] is used for this. 

 

3.3. Multibody Mechanism Semi-Automatic Fitting 
 

Once the camera calibration is obtained for a given key-

frame, we manually set the 2D relevant points of each play-

er. We then take the body dimensions as parameters to be 

estimated through Levenberg-Marquardt algorithm [11]. 

The error measurement at each iteration is calculated from 

the distances of the body joint projections with respect to 

their corresponding manually marked 2D key-points. For 

that, at each iteration of the optimization process: 

 We set the kinematical structure in the neutral configura-

tion (standing pose). 

 We then assume the body trunk to be a rigid body and fit 

only its 3D model to its corresponding points (pelvis, 

head and shoulders) through EPnP procedure [12]. From 

this step we apply the estimated position and orientation 

of the trunk to the pelvis joint of the kinematical struc-

ture. 

 Afterwards, we proceed to fit the four body limbs. For 

that, we infer the depth of the rest of 2D key-points, tak-

ing as reference those derived from the trunk posing. We 

use these depth values and constrained IK, in order to 

control the posing parameters of the limbs. 

 Finally, we calculate the projections of the 3D key points 

and measure the error with respect to their corresponding 

manually marked 2D key-points. If the error is beyond 

the considered maximum value for convergence and the 

number of iterations is not beyond a considered limit, we 

continue iterating. 

Once this procedure has finished, the user can refine the 

results through a classical 3D posing scheme, by varying the 

positions of the 3D key-points, obtaining poses estimated 

through constrained IK, and also through Forward-

Kinematics, if necessary. A free-viewpoint camera can also 

be used in this step as a complement to refine the depth 

variations with respect to the video-camera viewpoint. 

 

4. EXPERIMENTAL RESULTS 

 

Figure 6 shows some reconstruction examples obtained with 

our approach from TV footages of traditional European 

sports, such as Hurling and Gaelic Football (from Ireland) 

and Handball and Jai Alai (from the Basque Country region, 

part located in Spain and part in France). 

It can be observed how the obtained overlapping be-

tween the 3D model projections and their corresponding 

image regions have a visually acceptable quality. In a poste-

rior stage, one could analyze the body joint motions, includ-

ing points of view different from those of the video-camera. 

During the manual setting of the 2D key-points, we have 

observed that the correct placement of the floor’s reference 

rectangle is determinant for a good quality of the multibody 



mechanism fitting result. The better we place its four 2D 

corner points and the rectangular sizes with respect to the 

real world reference, the less interactions will be required to 

refine the body poses obtained automatically with the opti-

mization algorithm explained in subsection 3.3. The main 

reason for this is that floor placement discrepancies with 

respect to real world result mainly in depth discrepancies 

with respect to the video-camera viewpoint. Depending on 

the differences between the player locations with respect to 

the floor, the floor penetration avoidance procedure can lead 

to different posing results. In order to decrease this discrep-

ancy, we recommend to check that the height metrics ob-

servable in the camera calibration step have reasonable 

dimensions with respect to the expected player heights (see 

Figure 7). 

Both, the camera calibration and the semi-automatic 

multibody mechanism fitting procedures, assisted by con-

strained IK, obtain plausible initial poses with respect to the 

video-camera viewpoint, thus requiring less interaction for a 

further refinement, when compared to the direct manual 

posing in 3D from the beginning. This initialization is espe-

cially helpful for users that are not used to control the virtual 

camera and human body poses, with respect to the video-

camera viewpoint, directly in 3D. 

 

 

Fig. 6.  Examples of obtained results on TV footages of Hurling, Gaelic Football, Handball and Jai Alai, the first two sports originally 

coming from Ireland and the next two from the Basque Country region (Spain/France). 



 

Fig. 7.  From left to right, (1) the 2D manual setting the four floor corner points with the resulting perpendicular lines derived from the 

calibration, (2) the resulting 3D floor model fitted on the image, (3) the 2D manual setting of the player’s key-points, (4) the resulting 3D 

model fitted on the image and (5) the refinement of the feet-floor contact. 

 

 

5. CONCLUSIONS AND FUTURE WORK 

 

In this paper we have presented a semi-automatic method 

for 3D reconstruction of sports players from TV footages, 

which can include camera motion, several players, consider-

able partial occlusions, motion blur and image noise, with-

out camera calibration information available. Our method 

can estimate the camera calibration parameters, the positions 

and poses of the players and their body part dimensions, 

requiring less manual intervention from the user, when 

compared to other alternatives. Experimental results show 

that this technique obtains reconstructions that can help to 

analyze techniques of past players and the evolution of 

sports through time for Intangible Cultural Heritage preser-

vation and promotion. 

In case of multi-camera recordings, different points of 

view can help to constrain the motions to be captured. More 

constraints can also be added from the semantic point of 

view, relating the achievable poses with those expected with 

the observed specific action. In the future, we plan to study 

the accuracy differences of our approach in the monocular, 

the multi-camera and the semantically-constrained cases 

with respect to other motion capture systems. 
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