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1. INTRODUCTION

The Petabyte-scale data volumes in Earth Observation (EO)
archives are not efficiently manageable with serial processes
running on large isolated servers. Distributed storage and
processing based on ‘big data’ cloud computing frameworks
needs to be considered as a part of the solution.

This contribution describes a parallelized data processing
approach for EO image analysis that is based on the MapRe-
duce [1] paradigm and implemented on the Apache Spark [2]
framework. Existing algorithms for e.g. thematic mapping
need to be re-defined in order to exploit distributed execution
capabilities to run on large coverage data.

The Apache Spark engine, originally widely used in text
analytics, can be exploited for processing, filtering and sort-
ing image-oriented data across multiple servers (the “map”
operation), and grouping and summarizing the obtained re-
sults (the “reduce” operation). A large variety of machine
learning algorithms can be defined in terms of map- and
reduce-operations, thus making them available on computing
clusters via Spark.

The thematic mapping approach presented in [3] is based
on a serial implementation of a probabilistic k-Nearest Neigh-
bor supervised classification approach that produces high
quality results. The algorithm in itself, as it is often the case
with machine learning, is inherently parallelizable [4], yet
it needs to be revised in order to manage big volumes of
data efficiently in terms of performance. Since the algorithm
is coded in a high level scripting language, the processing
time needed for the classification of a 25 Megapixel image

is of about a minute. If these values are extrapolated to re-
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gional extensions, unacceptable running times are obtained
as a result. As a concrete example, the generation of metric
thematic maps of the Basque country in the north of Spain
would require analyzing about 150 Megapixels of data, hence
obtaining running times of the order of 20 hours. While the
parallelization and distribution of analysis processes can pro-
vide evident advantages, porting classical machine learning
algorithms intended for limited data volumes to the domain
of large scale remote sensing data coverages requires a signif-
icant effort. The adoption of a parallelization approach based
on the MapReduce paradigm can be beneficial in this respect.

In this contribution, we present a methodology for the
parallelization of machine learning algorithms on local and
cloud-based cluster computing environments for the efficient
analysis of large geospatial EO coverages.

2. METHODOLOGY

In the image in figure 1, we present a functional schema of
the proposed idea. First we select the geographical area to
be analyzed and the data sources. This geographical area is
divided into tiles with limited size, to be able to easily dis-
tribute the analysis through the framework. Primitive feature
extraction, being completely independent for each separate
tile, can be expressed using map-like functions that will be
executed in each node of the framework. Supervision can be
effectively run on a small training subset of the original large
scale dataset. The resulting trained classifier can then be dis-
tributed to the different processing nodes and evaluated onto
the extracted primitive feature in a further perfectly parallel

operation. A merging phase (perhaps to a lower resolution



version) can be expressed by a reduce operation collecting
the distributed data in a serialized file-based representation

on disk.
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Fig. 1. High level architectural diagram of the implemented
processing flow. Tiling of large scale raster coverages allows
distributing independent primitive feature extraction and su-
pervised classification based on a model trained on limited
data on the nodes of an in-memory big data cluster comput-
ing framework of the kind of Apache Spark.

3. EXPERIMENTAL APPROACH

The dominant MapReduce implementation as of 2015 is the
open source Apache Hadoop framework, that relies heavily
on disk serialization of intermediate results. We choose to im-
plement our prototype on Apache Spark, an alternative imple-
mentation that is optimized for in-memory, iterative process-
ing of the kind often encountered in machine learning. The
implemented prototype is instantiated and run on the Ama-
zon Elastic Computing Cluster infrastructure-as-a-service, in

order to be able to better evaluate optimal horizontal and ver-

tical scaling options for the system. Its availability also al-
lows us to experimentally evaluate optimal data partitioning
paramets for a specific data analysis configuration.

The implemented system can be seen as a distributed cat-
alogue for a tile-based partitioned coverage. Each tile is de-
scribed as a completely autonomous entity in terms of its
metadata as well as by a raster data cube that corresponds
to a original acquisition on which image analysis procedures
can be run.

Training data provided by a human supervisor can be used
to instantiate a classifier object that we can distribute to clus-
ter nodes for data evaluation and for the final creation of clas-
sified tiles.

Finally, all tiles can be merged in a unique layer to be
compared with ground truth to obtain statistical measures of
classification performance [5].

As mentioned in previous section, the modularity offered
by Apache Spark allows us to easily apply different cluster-
ing and (trained) classification algorithms with a standardized
interface.

The experimental results presented in this abstract corre-
spond to a Gaussian naive Bayesian supervised classification
algorithm [5]: given a class variable y and a dependent feature

vector x; through x,,, the Bayes’ theorem
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4. EVALUATION

To be able to evaluate the proposed solution and com-
pare it to previous developments [3] and to an existing
ground truth map, we have limited the area to be analyzed
to a 25 Megapixel optical airborne scene from Donostia
- San Sebastian, from the Open Data Euskadi repository
(http://opendata.euskadi.net/).

In this area, we have defined six principal classes of inter-
est: Beach, Buildings, Paths, Rocks, Sea and Vegetation. The
evaluation process has been carried out in terms of both clas-
sification quality and system performance. The evaluation of
the classification quality is based on classical statistical mea-
sures, like Precision, Recall, F1 and Accuracy.

With respect to a similar yet fully serial system based on
a probabilistic k-Nearest Neighbor classification scheme in
[3], the obtained results (figure 2) show a slight decrement in
F1 and Precision values, with moderate improvements in the
Recall. Accuracy increased slightly for almost each class.

System performance is evaluated in terms of processing
time. This processing step includes feature extraction from
the images to evaluate and its evaluation in corresponded clas-
sification algorithm model.

Typical processing times for the presented prototype en-
tailed 62.68 seconds to complete the classification task for a
single CPU running sequentially. The presented prototype has
been run with different tile sizes to evaluate the performance
of the distributed in-memory system. Figure 3b shows the
obtained result for the distributed system with different tile
sizes in comparison with the single processor result. 128 by
128 pixel sized tiles show the best performance in the consid-
ered configuration of the distributed system corresponding to
an improvement of a factor of more than two for four workers.

If the option of a migration to cloud computing is con-
sidered, the possibility to design an architecture with more
nodes, than the notebook can simulate, will lead into the

decrement of needed time drastically.

5. CONCLUSIONS

The problem of large scale thematic mapping is a central one
for the exploitation of modern EO acquisition systems and
catalogs.

To this end, we have introduced a simple yet efficient

Fig. 3. Resulting thematic layer obtained after processed tile
collection from the distributed prototype implemented based
on the Apache Spark framework and

architecture and presented an implementation of a pre-
operational prototype capable of distributing supervised and
unsupervised thematic mapping processes onto modern in-
memory cluster computing frameworks of the kind of Apache
Spark.

Experimental evaluation of the classification performance
has been complemented by perliminary processing perfor-
mance evaluations that have highlighted the influence of tile
size in the effectiveness of the approach based on a distributed
in-memory framework.

While preliminary results on real data appear convincing,
for the final contribution a thorough quantitative evaluation of
the learning performance will be conducted on the available
ground truth data corresponding to the processed scene.

Furthermore, the preliminary processing performance
tests will be complemented by horizontal and vertical scala-

bility experiments.
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Fig. 2. Statistical measures comparative between developed prototype and previous prototype in [3].
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Fig. 4. Processing time comparative Apache Spark frame-
work vs standard CPU
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