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Abstract - The subtitling demand has grown quickly over 

the years. The path of manual subtitling is no longer feasible, 

due to increased costs and reduced production times. 

Assisted Subtitling is an emerging technique, consisting in 

the application of Automatic Speech Recognition (ASR) to 

automatically generate program transcripts. 

This paper will report on recent advances in ASR, presenting 

SAVAS, a novel Speaker Independent ASR technology 

specifically designed for Live Subtitling. We will describe the 

technology, presenting its features and detailing language 

and domain-specific tunings that we have carried out.  

We will also introduce the S.Scribe!, S.Live! and S.Respeak! 

systems, which are based on SAVAS.  S.Scribe! is a batch 

Speaker Independent Transcription system for subtitling. 

S.Live! is a first-of-a-kind Speaker Independent 

Transcription System, with real-time performances for online 

subtitling. S.Respeak! is a collaborative Respeaking System, 

for live and batch production of multilingual subtitles.  

S.Respeak! has proven to be sufficiently robust for programs 

where the acoustic conditions are challenging and for 

spontaneous speech. Similar results are expected to be 

achieved also for S.Live! and S.Scribe!, which are currently 

being tested under real conditions at different broadcasters 

premises, to subtitle live programs, in both assisted and 

unassisted tasks. We will finally detail performances of the 

systems for 7 languages (English, Spanish, Italian, French, 

German, Portuguese and Basque). 

 

INTRODUCTION 

Subtitling is the process of producing transcriptions of audio, 

to be synchronously displayed with the video on a television, 

video screen or any other display device. If subtitles also 

include descriptive information of non-speech elements, like 

music or speaker names, they are usually referred to as 

captions. In this work we will refer to the general process of 

subtitling, as captions and subtitles are considered equivalent 

in many countries and cultures. 

It is commonly agreed that subtitling was mainly 

conceived for television and for the benefit of deaf and hard 

of hearing people, hence the origin of the acronym SDH, 

Subtitles for the Deaf and Hard of hearing. Nevertheless 

subtitles are nowadays used in several new media and are 

spread for the benefit of all people. 

Traditionally, the subtitling process is based on the 

manual production of time-aligned transcriptions of 

audiovisual content, a task which requires considerable 

effort. Manual production of high-quality subtitles has been 

reported to take between 8 to 10 times the length of the video 

material [1]. Although the use of dedicated subtitling 

software tools that facilitated the subtitling process among 

professionals, Automatic Speech Recognition (ASR) has 

only recently started to be adopted to increase its 

productivity. 

Respeaking is a technique thanks to which a 

professional listens to the source audio and dictates it, so that 

his/her vocal input is processed by a speech recognition 

engine which transcribes it, thus producing subtitles. 

Respeaking has consolidated as the main subtitling technique 

employed for live broadcast productions, quickly taking over 

traditional techniques, like stenotyping. The reasons are two:  

on the one hand respeaking has a shorter learning and 

training process in comparison to stenotyping, i.e. two or 

three months vs. two or more years; on the other hand, the 

cost of a respeaker is lower than the cost of a stenotypist, i.e. 

one or two times less. In addition, the advancement of 

respeaking technology and respeaker expertise has so 

increased as to achieve results which are similar and even 

better than stenotyping and other reporting techniques, like 

typewriting and shorthand, as proven in the Intersteno 

championships [2]. 

Respeaking can also be employed to script pre-recorded 

programs, which can then be fed to assisted subtitling 

applications. These are tools which incorporate ASR 

technology capable of aligning the scripts to the spoken 

audio in order to automatically generate subtitle time-codes. 

Despite post-editing might still be required to adapt the 

transcriptions to the needs of the community of the deaf and 

hard of hearing, the use of respeaking for scripting and 

forced-alignment for automatic time-code assignment can 

still save a considerable amount of subtitle generation time. 

In this paper we will focus on another emerging trend, 

which is raising a lot of expectations: the application of ASR 

to automatically generate transcripts of programs without 

using a respeaker, and to use the transcripts as the basis for 

subtitles. Despite the difficulties posed by the multitude of 

different voices and the variety of acoustic conditions, the 

accuracy achieved by this technique can be good enough in 

bounded domains. Systems of this kind are currently being 
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In Test Cycle 2, the S.Scribe, S.Live! and S.Respeak! 

systems will be evaluated, measuring not only the WER and 

SD, but also the quality of the automatically generated 

subtitles. The content to be evaluated in this phase (news and 

debates) adds up to a total of 5 hours per language (2 or 2.5 

hours of pre-recorded content, 2 or 2.5 hours of live content 

and 1 or 0 hours of respoken content). Respoken content (1 

hour) will be evaluated only for the languages for which a 

respeaking system was built (Basque and Italian). For these 

languages, 2 hours of pre-recorded and live content will be 

tested. The reference files are currently being annotated by 

professionals.   

The quality of respoken subtitles will be evaluated using 

NERstar [26]. This system is based on the NER model, 

which calculates the accuracy in live subtitling through 

respeaking (see Figure 10 ). 

 

 
 
 
 
 

FIGURE 10: THE NER MODEL  
 

N is the number of words in the respoken text, E is the 

edition errors caused by the strategies of the respeaker and R 

indicates the recognition errors.  

During the manual evaluation, the evaluator will classify 

the errors as serious (1), standard (0.5) or minor (0.25). 

Using this model, quality subtitles are expected to reach 98%  

accuracy.  

Even if this is a suitable model to evaluate subtitle 

quality, it only considers transcription errors. In order to 

evaluate the quality of the subtitles of the S.Scribe and 

S.Live! systems, we have extended the model (see Figure 11) 

to consider other types of features, like the accuracy of 

splitting, timing and Speaker Change Detection in the 

automatically created subtitles.  

 

 

 

 
 

FIGURE 11: THE EXTENDED NER MODEL (ENER)  
 

N is total amount of subtitles, P is the maximum 

punctuation per subtitle. R is sum of the recognition errors, 

considering substitutions, deletions and insertions per 

subtitle (no error [0], minor error [0.25], standard error 

[0.5], serious error [1]), S are splitting errors per subtitle (no 

error [0], error [1]), T are timing errors per subtitle (no 

error [0], error [1]) and SP are Speaker Change Detection 

errors (no error [0], error [1]).  

The evaluation of subtitle quality will also be done by 

professionals during the manual correction. In addition to 

subtitle quality, the effort of correcting subtitles will also be 

measured, in order to compare it with the time needed to 

create subtitles manually from scratch.   

The delay of the broadcasted subtitles is another 

important feature to be considered, since it directly affects 

the comprehensibility of the content. The time of the initial 

word of each broadcasted subtitle will be compared with the 

reference time codes, obtained by a forced alignment 

between the audios and their related transcriptions.  

CONCLUSIONS 

This paper described recent advances in Automatic Speech 

Recognition (ASR), presenting emerging trends and 

expectations for Live Automatic Subtitling. We focused our 

attention on SAVAS, a new Speaker Independent ASR 

technology, and on the three systems developed using this 

technology: S.Scribe!, a batch Speaker Independent 

Transcription system for pre-recorded subtitling, S.Live!, a 

first-of-a-kind Speaker Independent Transcription system, 

with real-time performances for online subtitling, and 

S.Respeak!, a collaborative Respeaking System for live and 

batch production of multilingual subtitles. 

An evaluation of the SAVAS technology, based on the 

Word Error Rate (WER) model, has shown very promising 

results for Italian, Basque, Portuguese and Spanish. We 

expect to achieve similar results for other languages, such as 

English, French and German (plus the Swiss variants of the 

latter two), which are currently under final training.  In 

particular, S.Respeak! has proven to be sufficiently robust 

for programs where the acoustic conditions are challenging 

and for spontaneous speech. Same results are expected to be 

achieved also for S.Live! and S.Scribe!, which are currently 

being tested at different broadcasters premises, to subtitle 

live programs in both assisted and unassisted tasks. 
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